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ON THE EQUIVALENCE BETWEEN (QUASI-)PERFECT AND
SEQUENTIAL EQUILIBRIA*

CARLOS PIMIENTA AND JIANFEI SHEN

Asstract. We prove the generic equivalence between quasi-perfect equilibrium
and sequential equilibrium. Combining this result with Blume and Zame (1994
shows that perfect, quasi-perfect and sequential equilibrium coifntigeneric
games.

1. INTRODUCTION

Backwards induction has been implemented in the literature through several
equilibrium concepts for extensive-form gamesxtensive-form perfect equilib-
rium (Selten, 1975)sequential equilibriun{Kreps and Wilson, 1982) anguasi-
perfect equilibrium(van Damme, 1984) are (together with subgame perfection)
the most prominent examples. Sequential equilibrium is the less demanding of
these three concepts. Every extensive-form perfect as well ag guvasi-perfect
equilibrium is sequential. In turn, Blume and Zame (1994) show that forrgene
extensive-form games every sequential equilibrium is also extensimeferfect
(henceforth simphyperfec).

Nevertheless, there is no inclusion relationship between quasi-penfe qies-
fect equilibrium. Indeed, Mertens (1995) gives an example of a gameewhe
guasi-perfect and perfect equilibrium select disjoint sets of strategfjlgs. As
Mertens argues, since quasi-perfect equilibria are normal fornegerf-which
can be understood as a strong version of admissibility— it seems that qréesitp
equilibrium is superior to the perfect equilibrium concept. In fact, moremtyg
Govindan and Wilson (2006, 2009) use quasi-perfect equilibrium asobtheir
building blocks to axiomatize and characterize strategic stability.
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Ficure 1. (R 1, B) is perfect but not quasi-perfect.

A standard example that is used to show that perfect equilibrium may select
unreasonable equilibria is depicted in Figure 1 (this is Example 4 in van Damme,
1984). The strategy profild=(l, B) is a sequential and a perfect equilibrium. But
it is not an admissible strategy profile and consequently not a quascperfei-
librium. The current paper shows that this example is exceptional in the gffac
games with that extensive form. More precisely, we prove that for geeeensive
form games every sequential equilibrium strategy is quasi-perfect. fbajsther
with the aforementioned result by Blume and Zame, implies that for generic-exten
sive form games the sets of perfect, sequential and quasi-perfétibeq are the
same.

Throughout the paper we follow Blume and Zame (1994) very closelyetin S
tion 2 we introduce notation and terminology for extensive form games. $ectio
3 defines quasi-perfect equilibria as limit points of sequencesaqfasi-perfect
equilibria. Instead of providing the usual definition of sequential equilibsize-
guentially rational consistent assessments, we give a characterizatiequential
equilibrium strategies based enquasi-perfect equilibria of nearby games. This
allows a simple comparison between quasi-perfect and sequential equilithré
leads to proving the generic equivalence result in Section 4.

2. PRELIMINARIES

In this section we introduce notation and definitions for finite extensive games
with perfect recall.

An extensive-forms a tuplel’ = (N, T,<, P H,C,p). The set of players is
N =1{1,...,N}. Players are indexed by= 1, ..., N and, as usual, the symbeh
is used to denot&/ \ {n}.

The finite set of node§ partially ordered by and contains the set of decision
nodesX and the set of final nodes. The set of decision nodes is partitioned
by theplayer partition P= (Pg, P1, ..., Pn), whereP,, represents the set of nodes
where playem has to move Py corresponds to the set of nodes where Nature
moves). Thenformation partition H = (H4,...,Hy) contains the information
structure of the extensive form, where for eagthe collectionH, partitionsP,
into information sets k& H,,. The set othoicesn the extensive form i€ andC(h)
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will denote the set of choices available at the informatiorhs&tinally, p specifies
the probability distributions over the moves of Nature.

An extensive-form gamE(u) is obtained from the extensive-forfiby specify-
ing for each playen a Bernullian pay#f functionuy, : Z — R. ThereforeJ, = R?
is the space of players paydfs andU = [],Un = (R%)N is the space of games
with extensive-forni.

Kuhn's Theorem (Kuhn, 1953) allows us to focus on behavior stragegie
behavior strategy sof playern specifies for each information skete H, where
she has to move a probability distributigg(- | h) over the set of choicegs(h). The
set of behavior strategies for playeis S,, and its (finite) subset of pure strategies
is I, c Sn. Furthermore, the set of completely mixed behavior strategies for player
nis S%. We also writeS = [[,Sn, Scn = [TimenSmy S° = [1,S% andS?,, =
[Tmzn SS, for the corresponding sets of strategy profiles.

A strategy profiles € S induces (together witp) a probability distribution on
the set of final nodeZ. Let Pr{z| s} be the probability that € Z is reached if
the strategy profiles is played. The expected utility to playerif s = (s_n, &) iS
played and the utility vector ig € U is given by

on(Sons $0,U) = ) Un(2) Pr{z] sn, Snl.

zeZ

We also need to define the expected utility that playebtains once each one
of her information seth € Hy, is reached. These expected utilities depend on the
conditional probability induced afiby the strategy profile once the information set
has been reached. However, some information sets may be reachecobabifity
zero under some strategy profiles. Thus, we can only define thesetedp#ilities
for those strategy profiles for which they are well defined. To this eodah
information seth € H, of playern, let I(h) andS(h) define the sets of pure and
mixed strategy profiles that induce a play of the game that reaches a nbade in
Note, in particular, thag® c S(h) for everyh. If 1,(h), 1_n(h), Sn(h) andS_n(h)
are the corresponding projections|Igh) andS(h) on S, andS_;, perfect recall
implies thatl (h) = I,(h) x I_,(h) andS(h) = Sn(h) x S_n(h). Moreover, letZ(h)
denote the final nodes that come after some nodte in

The expected utility to playerat the information set when the strategy profile
s=(s.n, S) € S(h) is played is given by:

(S S l) = D n(2)

zeZ(h)

Pr{z| s_n, S}
Pr{Z(h) | s-n, s}’

where the probability in the denominator is computed in the usual manner.

3. SEQUENTIAL AND QUASI-PERFECT EQUILIBRIUM

Before we define quasi-perfect and sequential equilibrium we newd sddi-
tional notation. Ith € H, andc € C(h), we denote ak,(h, ) the subset of strategies
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in 1,(h) that prescribe action ath. Furthermore, it € C(h) andh € H,, we use
the substitution notatios,|nCc to denote the strategy of playethat prescribes the
same behavior as, at every information set biit where it assigns probability one
to choicec.

We define quasi-perfect equilibrium usiagyuasi-perfect equilibria:

Definition 1. A completely mixed strategy profils® € S° is ane-quasi-perfect
equilibrium of the gamel'(u) if for every playern € N, every information set
h € Hy, and every two choices ¢’ € C(h) the following holds

“max o(s°,.in,U) < max o(s,, jn, u) impliessi(c| h) < «.
in€ln(h,c) jn€ln(h,c’)

Definition 2. A strategy profiles € S is aquasi-perfect equilibriunof the game
I'(u) if it is the limit point ase goes to zero of-quasi-perfect equilibria.

Furthermore, we |eQE : U — S denote the quasi-perfect equilibrium corre-
spondence.

We move to define sequential equilibrium. A sequential equilibrium is a strategy
profileanda sequence of beliefs. To compare quasi-perfect and sequeniidd-equ
ria we need to focus on sequential equilibrium strategies. Our startingipaire
following useful characterization of sequential equilibrium strategies imgeof
sequences of strategy profiles and sequences oflisa§aeps and Wilson, 1982,
Proposition 6):

Proposition 1. A strategy profile £ S is a sequential equilibrium strategy of the
gamel'(u) if and only if there is a sequence of completely mixed strategy profiles
{s'}2, c S° and a sequence of pggdunctionsfu'}®, c U such that*
e {s'}i, converges to gu'}°, converges to u; and
o for every index t, every player n, every information set R, and every
two choices c,’ce C(h), if sy(c | h) > 0, then

(S, ShinC, U = ofi(s, Shine, W)

(From now on we use the term sequential equilibrium referring only to the str
egy component.) We are interested in a similar characterization of sequepiiial e
librium that uses the-quasi-perfect equilibrium conditions. The following propo-
sition serves this purpose:

Proposition 2. A strategy profile £ S is a sequential equilibrium a@f(u) if and
only if there is a sequendet}{’;l c (0, 1], a sequence of completely mixed strategy
proﬁles{st}{’i1 c S° and a sequence of p@?@unctions{ﬂt}{’io c U such that:

e {&'}2, converges to Os'};, converges to gfi'}°, converges to u, and

1A perfect equilibrium ofl'(u) is defined similarly. We only need to restrict the sequence of
paydt functions{u'}>, so thatu' = ufor all t.



o for every index t, 'sis anst-quasi-perfect equilibrium df(@it).
Proof. See Appendix. O

Henceforth, we leBE: U — S represent the sequential equilibrium correspon-
dence.

Proposition 2 characterizes the sequential equilibria of a game as thdigst of
points ofe-quasi-perfect equilibria of nearby games. Intuitively, if a strategy pro
file sis a sequential equilibrium df(u) then Proposition 1 implies that it can
be approximated by a sequence of equilibria of nearby figerturbed games
(Blume and Zame, 1994, Proposition B). Of course, this does not imply that th
equilibria of the perturbed games be alsguasi-perfect equilibria for some
However, player’s paytdvectors can be varied slightly to make it so. To conclude,
one can show that these variations in the g#s/@anish as the sequence of games
approaches the true game.

4., THE RESULT

Following Blume and Zame (1994), we exploit the semi-algebraic structure of
most game theoretical constructions. A set is semi-algebraic if it can beddfin
a finite system of polynomial equalities and inequalities. A correspondéumoe- (
tion) is semi-algebraic if its graph is a semi-algebraic set. The Tarski-Sedgnb
Theorem (Tarski, 1951; Seidenberg, 1954) guarantees that &katrorder for-
mula (a expression involving constants, variables, the universal astemtxal
guantifiers and the standard algebraic operations) defines a semiaidgsét.
Blume and Zame (1994) use the Tarski-Seidenberg Theorem to showeiNesh,
perfect and sequential equilibrium correspondences are semi-aigeldts they
suggest, their argument can be extended to establish the semi-algebragcaiatu
many equilibrium refinements. One can easily apply it here to show that tlsé qua
perfect equilibrium correspondence is semi-algebraic. In fact, esegtrgnd corre-
spondence that we consider in this paper is semi-algebraic.

The basic result on semi-algebraic correspondences that we use & igtate
Lemma 1 below and proved in Blume and Zame (1994). But before that vigmee
introduce the usual sequential characterizations of continuity forsjmorelences.

Definition 3. LetF : X — Y be a compact-valued correspondence.

e F is upper-hemicontinuous atif and only if for every sequenc{e&}{’;l C
X converging tox, the limit y of any sequenceyt}fi1 c Y such that €
F(x!) for all t satisfieg) € F(X).

e F islower-hemicontinuous atif and only if for every s,equenc{e:(t};’i1 cX
converging tox and for everyy € F(X) there exist a subsequenbék}ﬁ":1

and a sequendg™}}? , that converges tg such thay' € F(x) for all k.

2For a detailed exposition of semi-algebraic theory the reader is refierBmthnak et al. (1998).



e F is continuous ak if and only if it is both upper-hemicontinuous and
lower-hemicontinuous at

We can now turn to the announced result on semi-algebraic correspmsle

Lemma 1. Let F: X — Y be a compact-valued and semi-algebraic correspon-
dence. Then F is continuous at every point of the complement of diedja
closed, lower-dimensional, semi-algebraic subset of X.

As the perfect, quasi-perfect and sequential equilibrium correspmed are
compact-valued and semi-algebraic, Lemma 1 has important consequestceyto
their continuity points.

Fix somes > 0, thee-quasi-perfect equilibrium correspondence is denoted by
¢ Ux(0,g] - S°. LetW = Graph{) c U x(0, €] xS°. The strategy profilsis a
sequential equilibrium df (u) if and only if there is a sequen¢e’, &', s')}>, ¢ W
converging to(, 0, ). If cl (W) is the closure oW and cl(W), = {(&,9) : (U, &, 9) €
cl (W)} we can say thas is a sequential equilibrium df(u) if and only if (0, s) €
cl(W),. Likewise, the strategy profils is a quasi-perfect equilibrium df(u) if
and only if @, 0, s) is the limit point of some sequeng¢@y, &', ')}>, ¢ W. If we
let W, = {(&,9) : (u,& 9 € W} we can say thas is a quasi-perfect equilibrium
of I'(u) if and only if (0, s) € cl (W,). Additionally, we define the correspondence
¥ U — [0, ] x S according tay(u) = cl (W).

We begin by characterizing the set of games for which quasi-perfdcequen-
tial equilibria coincide using the upper-hemicontinuity pointgof

Proposition 3. The sets of quasi-perfect and sequential equilibria coincide at u if
and only ify is upper-hemicontinuous at u.

Proof. Let ¢ be upper-hemicontinuous atand lets be a sequential equilibrium

of I'(u). There is a sequeng@l’, &', s)}°, ¢ W converging to §, 0, s). Along this

sequenced, §) € y(u') for everyt. Upper-hemicontinuity ofs atu implies that

(0, s) € w(u) which in turn implies thasis a quasi-perfect equilibrium @f(u).
Suppose now th&@E(u) = SEu). The correspondenae: U — [0, g] xS given

by ¥(u) = cl (W), has a closed graph and, therefore, is upper-hemicontinuous

everywhere. Furthermore, the graphs of the correspondenessiy can only

differ at those points where= 0. That is,QE(u) = SEu) impliesy(u) = ¥(u),

from where we can conclude thais upper-hemicontinuous at O

The correspondenag is semi-algebraié. From Lemma 1 it follows tha is
upper-hemicontinuous at every point of the complement of a closed ldwernsional

3 Notice that Graphf) = WU {(u,0, 9) : (u,s) € GraphQE)} and that both sets in the union are
semi-algebraic.
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semi-algebraic set. Therefore, Proposition 3 implies the generic equieabsn
tween sequential and quasi-perfect equilibrium. Moreover, the anagagsult in-
volving perfect and sequential equilibrium has been established by Blnthéame
(1994, Theorem 4j.Hence, we obtain:

Theorem 1. There is a closed, lower-dimensional semi-algebraic subget W
such that for every e U \ Ug the sets of perfect, quasi-perfect and sequential
equilibria coincide.

Since quasi-perfect equilibria are always normal-form perfect we altgain
that in the complement of a lower-dimensional semi-algebraic subset offpayo
every extensive-form perfect equilibrium is also normal-form perfec

Analogously to Blume and Zame (1994) we also obtain:

Corollary 1. The quasi-perfect and sequential equilibrium correspondences co-
incide at every point where the first correspondence is upper-luintious and
the second correspondence lower-hemicontinuous.

Proof. Let SEbe lower-hemicontinuous atand lets € SHu). Take any sequence
{u'}>, converging tau and such tha'};>, c U\ Up. Lower-hemicontinuity oSE
implies that (passing to a subsequence if necessary) we ca{rs‘ﬁiﬁg converging
to s such thats' € SHuW) for all t. SinceQE(U!) = SHuU) also holds for alit
we actually have a sequence of quasi-perfect equilibria convergisg tépper-
hemicontinuity ofQE implies thats is a quasi-perfect equilibrium af(u). ]

APPENDIX A. PRrOOF oF PrROPOSITION 2

The starting point of the proof is Proposition 1. Thus, before provingdhelt,
we provide a definition of perfect equilibrium based on perturbed games.

A perturbationfor the extensive form is a functiom : C — R, such that
2cecym(c) < 1 for every information seh. Given a perturbatiom the set of
perturbed strategies of playeis

Sn(1) = {Sh € Sn = sa(c | h) = 5(c) for all ¢ € C(h), h € Hp}.

Theperturbed gamé&(u, n) is the extensive-form game with pay®u and players
are constrained to play strategy profilessity) = [, Sn(n).

Definition 4. A strategy profiles € S is a perfect equilibrium if there is a sequence
of perturbations{,nt}t@’i0 converging to zero and a sequence of strategy prqtﬁﬁgo
converging tos such thats' is a Nash equilibrium of (u, %) for everyt.

Of course, this definition is equivalent to the one indicated in footnote 1.

4 In fact, by lettingW denote the graph of the-perfect equilibrium correspondence we also
provide an alternative proof to the generic equivalence betweenrsgjuend perfect equilibrium.



8

Proof of the “only if” part of Proposition 2.Take a sequential equilibriuns of
I'(u). By Proposition 1 we know that there is a sequeffoe ', s')}°; converging
to (u, 0, s) such thats' is an equilibrium of the perturbed ganiéu', ') for all t.
For the time being, fix a membeu!(7!, s) of the sequence. For artye H, and
¢ € C(h) construct the set:

PL(h,C) = {in € In(h,©) : in(c’ | W) = 1 andh < K imply s,(c’ | ') > (<)}

Furthermore, leQ!,(h, c) = I(h,c) \ P(h,c).

We define a probability measure on the set of pure continuation strateges. L
Pr{in | h, s} be the probability that the strategy assigns to the set of pure strate-
gies that coincide witiy, at every information set that follows(includingh itself).
Formally, letCn(h,in) = {ceC:in(c| ) =1andh <k} thenPr{i, | h, s} =
[Teecanin) Sn(€ | h). In particular, note thaEineln(h,c)Fr{in | h, splnct = 1 for all s,.
Therefore, if the choicd e C(h) is such thas,(d | h) > r'(d) we can write:

o(S, Sihd U = > Priin | h, ShdieR(stn, jn, U)+
inePh(h,d)

D Priinl b shihdiof(sy, jn u).

jneQh(h.d)

Sinced is an equilibrium of(ut, ') the value of the functionf(s.,,, in, u!) is the
same for every, € PL(h, c). Take an arbitrarifl € Pt (h, d) and rewrite the previous
expression

(A1) oh(SLps Shind, U) = oL, iR, U) = I (. ),
where the last terms equals
Ihd) = > Priin| h, shind) (oh(sLn i, u) = oh(sLn, in, 1Y),
ineQh(h.d)

Consider now a pure strategy € |(h) that maximizes{(s',,, in, ut) overl(h).
Let si" e S, (') be the perturbed strategy that is located in the verteR.¢it)
which is closest tgjn. Then,Pr{in | h, "} is smaller thare! = max. {1'(c)} for
every pure strategy it (h) that is notjp,.

We can write

(A.2) oN(Stn, S, ) = of(SLpy i, UY) = Li(H),
where the last terms equals

Ly = > Priin 1 h 57 (oSt jn U) = oSt in 1Y),

in€ln(M)\{jn}

We have the following inequalities:

of(S Shind, U = ofi(s, &, U = (S, S, U,
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where the first inequality follows because in the the perturbed g#uhe;') choice
d is optimal forn's agent at the information shtand the second inequality follows
because' is an equilibrium of such a perturbed game.

Combining the last sequence of inequalities with (A.1) and (A.2) we obtain:

oh(stp, 19, ) + (Lh(h) = Th(h, d)) = op(sLp, jin, UO).

To sum up, a strategy of playarthat prescribes actiom at the information set
h is optimal in the perturbed ganigut, ). However, the strategy, maximizes
playern’s utility at h when she does not consider her mistakes in the future. We are
going to use the last inequality to construct a gy such thats' is ans'-quasi-
perfect equilibrium off(@'). We will later show that the new sequentié}:>,
converges ta.

Start with an information sdt € H,, with no preceding information set id.
The setz(h,id) c z(h) is the set of final nodes that come afteand after all the
choices prescribed bif. Add Li(h) - It(h, d) to the utility that playem obtains
from eachz € Z(h, i9).

Consider now an information skt € H, that followsh immediately. Letd’,
id, jn, LL(h), andlt(l, d’) be constructed as before and ddgh’) — IL(, d’) to
the utility that playem obtains from eaclz € Z(l,i%). To guarantee that player
n’s optimality conditions are notffected ah, also add this perturbation to player
n’s utilities to all final nodes € Z(h,i,). Continue with this procedure with each
subsequent information set and for each player. Since the game is finifgpoite-
dure ends after a finite number of steps and we obtain a géfesuch thats' is
an&t-quasi-perfect equilibrium df(@it) (with &' = max.c {'(c)}). We can check
that the sequence of numbéts,(h) — 14(h, d)};2, converges to zero. This proves
the result. m|

Proof of the “if” part of Proposition 2. Take a sequendéll', &', ')}, converging
to (u, 0, s) where, for eachi, the strategys' is an&'-quasi-perfect equilibrium of
I'(@). We have to show that for eat¢twe can find a new paybvectoru' and a
perturbation;' such thats' is an equilibrium of the perturbed ganiéu, ) and
that, furthermore{u'}>, converges tai.

By letting7'(c) = min{si(c | h), '} we construct the vector of perturbations. The
construction of the paybvector for each follows analogous lines to the proof of

theonly if part of Proposition 2 and, hence, it is omitted. O
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