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Abstract

We consider a time-varying parameter vector autoregressive model with stochastic volatility and mixture innovations to study the empirical relevance of the Lucas critique for the postwar U.S. economy. The model allows blocks of parameters to change at endogenously estimated points of time. Contrary to the Lucas critique, there are large changes at certain points of time in the parameters associated with monetary policy that do not correspond to changes in “reduced-form” parameters for inflation or the unemployment rate. However, the structure of the U.S. economy has evolved considerably over the postwar period, with an apparent reduction in the late 1980s in the impact of monetary policy shocks on inflation, though not on the unemployment rate. Related, we find changes in the Phillips curve tradeoff between inflation and cyclical unemployment (measured as the deviation from the time-varying steady-state unemployment rate implied by the model) in the 1970s and especially since the mid-1990s.

1. Introduction

"The question of whether a particular model is structural is an empirical, not theoretical, one." – Lucas and Sargent (1981)

The U.S. economy has experienced large shifts in monetary policy regimes since World War II, as discussed by Lucas (1976) and Sargent (1999), amongst many others. Therefore, econometric models designed to study this phenomenon should allow at least some parameters to change over time. In addition, a substantial decline in the volatility of macroeconomic variables, often referred to as “the Great Moderation”, has occurred since the mid-1980s. Together, these changes imply that a conventional vector autoregressive (VAR) model with constant parameters and homoskedastic shocks is inadequate for the postwar U.S. data.

In order to allow for changes in model parameters most of the literature has focused on two different approaches: Markov-switching (MS) models and time-varying parameter (TVP) models. MS-VAR models assume that the economy switches abruptly between a few (possibly recurrent) regimes for conditional mean and/or variance parameters, where the magnitude of change across regimes can be large (see, for example, Sims and Zha, 2006). By contrast, TVP-VAR models assume gradual changes (every period of time corresponds to a distinct regime) in conditional mean and/or variance parameters (see, for example, Cogley and Sargent, 2001, 2005; Primiceri, 2005; Cogley et al., 2010).
Recently, a few models that bridge the MS and TVP approaches have been proposed. Koop and Potter (2007) develop a non-reversible change-point model with unknown number of regime shifts and Poisson-distributed regime durations, while Giordani and Kohn (2008) introduce an alternative flexible framework called a ‘dynamic mixture model’ or ‘mixture innovation model’ in which the timing of regime shifts is determined by a latent variable and subgroups of model parameters are allowed to vary independently. Building on these studies, Koop et al. (2009) apply the mixture innovations framework to extend the standard TVP-VAR of Primiceri (2005). They do so by introducing independent binary latent variables for three blocks of parameters corresponding to conditional mean parameters, variances, and the contemporaneous cross-equation impacts of shocks, allowing the data to determine the occurrence of a regime shift for each block in each period of time. However, principal components analysis of the variance–covariance matrix governing the magnitude of changes in TVP-VAR parameters conducted by Cogley and Sargent (2005) shows that conditional mean parameters appear to vary in a highly structured way that does not correspond to uniform changes across these parameters. Specifically, a small number of principal components explain most of the time variation in conditional mean parameters, with loadings varying considerably across parameters. Cogley and Sargent (2005) speculate that this pattern could be due to cross-equation restrictions associated with private agents’ optimization and foresight in the context of adaptive learning by the policymaker, as considered in Sargent (1999). Meanwhile, if some parameters vary more frequently and more strongly, while others are approximately time-invariant, then estimation of a standard TVP-VAR model will tend to overstate variation in some parameters and understate variation in others, which could distort our understanding of the structural evolution of the U.S. economy.

Motivated by the possibility that not all conditional mean parameters need to change together, we extend Koop et al.’s (2009) analysis to allow for variation at different points of time in subgroups of VAR parameters, including different blocks of the conditional mean parameters. Because changes in each block of parameters are controlled by a Bernoulli distributed latent variable, the posterior density of the probability parameter for the Bernoulli distribution reflects the frequency of occurrence of breaks in a given block. Then, if the true model is the stochastic volatility TVP-VAR model, as in Primiceri (2005), the data will push the probability parameter for each block to one. Otherwise, if the true model is a MS-VAR model, the probability parameters will be much smaller than one, with differences in probability parameters across blocks suggesting different economic forces driving the structural changes. This approach is related to Inoue and Rossi (2011), who allow for a structural break at an unknown break date in subgroups of VAR parameters. However, our model is more flexible in that it allows for multiple stochastic shifts in the different blocks of parameters, which appear to be relevant in practice according to our results.

Building on Koop et al.’s (2009) modeling strategy, our paper makes three contributions: First, because we divide the VAR parameters into “policy” and “non-policy” blocks, the frequency of changes in the non-policy blocks relative to that of the policy block can be used to test the empirical relevance of Lucas (1976) critique, which states that a shift in systematic policy should induce a change in the “reduced-form” parameters describing the time series behaviour of the macroeconomic variables affected by policy. This test is different than simulation-based approaches to testing the Lucas critique often considered in the literature; see, for example, Estrella and Fuhrer (2003), Lindé (2001), Rudebusch (2005) and Lubik and Surico (2010). Our approach reveals the extent to which the Lucas critique is empirically relevant for the time-varying VAR parameters, including the variances of error terms. Notably, we find that Lucas critique is often not relevant. Second, based on standard short-run restrictions, we identify monetary policy shocks and study their effects on inflation and unemployment over time. Our findings can be compared with those in Primiceri (2005) and Koop et al. (2009), who find that there are no statistically significant changes in impulse responses for monetary policy shocks over the postwar period, and Kuttner and Mosser (2002) and Boivin and Giannoni (2006), who find that the effects of monetary policy on the U.S. economy have weakened since 1980s. Based on our model, we find that the effects of monetary policy on inflation have only changed over time at the 3–9 quarter horizon, while the effects on the unemployment rate appear not to have changed at any horizon. Third, we estimate the natural rate of unemployment as the time-varying steady-state of the unemployment rate, as in Phelps (1994) and King and Morley (2007). Based on the estimated natural rate, we test for the existence of a Phillips curve tradeoff between inflation and cyclical unemployment. We find evidence of a short-run tradeoff, with some support for a nonlinear relationship that is stronger for higher levels of lagged inflation. However, the tradeoff has clearly weakened since the late 1970s and has even disappeared since the mid–1990s, coinciding with the anchoring of inflation expectations at relatively low levels in recent years.

The rest of this paper is organized as follows. Section 2 presents our model. Section 3 describes the data and elicitation of priors. Section 4 provides model fit and robustness analysis. Section 5 considers the empirical relevance of the Lucas critique. Section 6 reports on the evolution of impulse response functions for a monetary policy shock on inflation and the unemployment rate. Section 7 examines the natural rate of unemployment and the short-run tradeoff between inflation and cyclical unemployment. Section 8 concludes.

1 Notably, models with mixture innovations often have improved forecasting performance relative to simpler models, supporting their usefulness in describing the time series properties of the macroeconomic data. For example, Giordani and Villani (2010) forecast nine quarterly macroeconomic series from the United States, Sweden, and Australia using a mixture innovation model and find it outperforms related models with restrictions such as homoskedastic errors or smooth, continuous changes in parameters. Likewise, Groen et al. (2013) find very accurate real-time point and density forecasts for a multivariate model of U.S. inflation with mixture innovations.
2. Model

One of the contributions of this paper is to broaden the number of blocks of VAR parameters linked to latent variables relative to Koop et al. (2009). This allows us to consider a new approach to testing the empirical relevance of the Lucas critique that does not rely on simulations from a dynamic stochastic general equilibrium (DSGE) model. For our analysis, we consider two intuitive and plausible, although informal and atheoretic, ways of imposing structural changes in reduced-form VAR parameters: (1) by equations; (2) by variables. The details of the model structure are given in the next two subsections.

2.1. A stochastic volatility TVP-VAR model and identification of a monetary policy shock

The reduced-form TVP-VAR of order \( p \) can be cast in the following form:

\[
y_t = X_t \theta_t + \mu_t, \quad \mu_t \sim \text{iid. } N(0, \Omega_t)
\]

\[
X_t = I_n \otimes [1, y_{t-1}^\prime, \ldots, y_{t-p}^\prime],
\]

where “\( \otimes \)” denotes the Kronecker product, \( y_t \) is an \( n \times 1 \) vector including the current observations of endogenous variables, \( X_t \) is an \( m \times n \) matrix including intercepts and lagged variables, \( \theta_t \) stacks time-varying reduced-form VAR coefficients and \( \Omega_t \) is the time-varying variance–covariance matrix of the error term \( \mu_t \). In our analysis, \( y_t \) includes inflation, the unemployment rate and a short-term interest rate, so \( n=3 \) and \( m=21 \) because we set \( p=2 \) to keep the dimension of parameter space manageable and to be consistent with much of the existing literature.\(^2\)

To identify the monetary policy shock, a structural VAR representation is recovered based on a triangular identification scheme—we place endogenous variables in the order of \( y_t = [i, u_t, i_t] \), where \( i, u_t \), and \( i_t \) are inflation, the unemployment rate and the short-term rate, respectively. This order of endogenous variables assumes that inflation and unemployment only respond to a monetary policy shock with at least a one-period lag.\(^3\) In practice, structural shocks are recovered via a Cholesky decomposition of the variance–covariance matrix of the reduced-form error terms as follows:

\[
A_t \Omega_t A_t^\prime = \Sigma_t \Sigma_t^\prime, \quad A_t^{-1} \varepsilon_t = \mu_t, \quad \varepsilon_t \sim \text{iid. } N(0, I_3)
\]

\[
A_t = \begin{bmatrix}
1 & 0 & 0 \\
\sigma_{21,t} & 1 & 0 \\
\sigma_{31,t} & \sigma_{32,t} & 1
\end{bmatrix}_{3 \times 3}, \quad \Sigma_t = \begin{bmatrix}
\sigma_{11,t} & 0 & 0 \\
0 & \sigma_{22,t} & 0 \\
0 & 0 & \sigma_{33,t}
\end{bmatrix}_{3 \times 3},
\]

where \( \varepsilon_t = [i_t, u_t, i_t] \), with the three elements representing structural shocks to inflation, unemployment, and monetary policy, respectively. Then, the reduced-form time-varying VAR model can be rewritten as

\[
y_t = X_t \theta_t + A_t^{-1} \varepsilon_t, \quad \varepsilon_t \sim \text{iid. } N(0, \Sigma_t)
\]

\[
X_t = I_3 \otimes [1, y_{t-1}^\prime, y_{t-2}^\prime].
\]

(1)

2.2. Mixture innovations for time-varying parameters and the variance–covariance matrix

The law of motion for the time-varying parameters \( \theta_t \) is a driftless random walk, following much of the literature on TVP-VAR models, but with more flexible mixture innovations:

\[
\theta_t = \theta_{t-1} + K_t \xi_t, \quad \xi_t \sim \text{iid. } N(0, Q),
\]

(2)

where \( Q \) is positive definite and \( K_t \) is a diagonal matrix whose diagonal elements are latent variables \( k_{it}, i = 1, 2, 3, 4 \), taking on the value of 1 if there is a change in the corresponding coefficients and 0 otherwise. We consider two types of restrictions on \( \theta_t \). In the first case, slopes in the same equation move together, while in the second case, slopes on the same variables move together. In both cases, the intercepts vary together to capture any changes in the long-run levels of inflation, the unemployment rate, and the nominal interest rate. The controlling matrix \( K_t \) in the two cases is denoted by\(^4\) \( K_t^{(1)} = \text{diag}(K_{1t}^{(1)}, K_{2t}^{(1)}, K_{3t}^{(1)}, K_{4t}^{(1)}, K_{4t}^{(1)}, K_{4t}^{(1)}, K_{4t}^{(1)}, K_{4t}^{(1)}, K_{4t}^{(1)}, K_{4t}^{(1)}) \) (by equations) and \( K_t^{(2)} = \text{diag}(K_{1t}^{(2)}, K_{2t}^{(2)}, K_{3t}^{(2)}, K_{4t}^{(2)}, K_{4t}^{(2)}, K_{4t}^{(2)}) \) (by variables), where

\[
K_{1t}^{(1)} = K_{2t}^{(1)} = \begin{bmatrix}
k_{1t} & 0 & 0 \\
0 & k_{1t} & 0 \\
0 & 0 & k_{1t}
\end{bmatrix}, \quad K_{1t}^{(2)} = \begin{bmatrix}
k_{2t} & 0 & 0 \\
0 & k_{2t} & 0 \\
0 & 0 & k_{2t}
\end{bmatrix}, \quad K_{3t}^{(1)} = \begin{bmatrix}
k_{3t} & 0 & 0 \\
0 & k_{3t} & 0 \\
0 & 0 & k_{3t}
\end{bmatrix},
\]

\(^2\) A trivariate VAR model like ours is quite common in the literature; see, for example, Rotemberg and Woodford (1997), Cogley and Sargent (2001, 2005), Primiceri (2005), and Koop et al. (2009).

\(^3\) It is well understood that the order of variables in a recursive identification scheme will matter given correlation between the reduced-form errors. However, our results for a monetary policy shock are largely robust to swapping the order of inflation and the unemployment rate.

\(^4\)
\[
K^{(1)}_{4t} = \begin{bmatrix}
k_{4t} & 0 & 0 \\
0 & k_{4t} & 0 \\
0 & 0 & k_{4t}
\end{bmatrix}, \quad K^{(2)}_{4t} = \begin{bmatrix}
k_{2t} & 0 & 0 \\
0 & k_{3t} & 0 \\
0 & 0 & k_{4t}
\end{bmatrix}.
\]

In terms of the variance–covariance matrix for the VAR errors, let \( \alpha_t \) be a vector collecting the non-diagonal and non-zero elements in \( A_t \) and \( \sigma_t \) be a vector collecting the diagonal elements in \( \Sigma_t \). Then the evolution of elements in \( \alpha_t \) and \( \sigma_t \) is as follows:

\[
\alpha_t = \alpha_{t-1} + k_5 \eta_t, \quad \eta_t \sim iid. N(0, S),
\]

\[
\ln \sigma_t = \ln \sigma_{t-1} + k_{6t} \xi_t, \quad \xi_t \sim iid. N(0, W),
\]

where \( S, W \) are positive definite and \( S \) is block diagonal with each block corresponding to parameters in different equations and similarly, \( k_5 = 1, j = 5, 6 \), if a change in the subset of parameters occurs and \( k_6 = 0, j = 5, 6 \), otherwise.

We assume that all of the innovation blocks in the dynamic system are uncorrelated contemporaneously and at all lags and leads—they are jointly normally distributed with the following variance–covariance matrix \( V \):

\[
V = \text{Var} \begin{pmatrix}
c_t \\
\xi_t \\
\eta_t \\
\zeta_t
\end{pmatrix} = \begin{pmatrix}
I_3 & 0 & 0 & 0 \\
0 & Q & 0 & 0 \\
0 & 0 & S & 0 \\
0 & 0 & 0 & W
\end{pmatrix}.
\]

Estimation of parameters in this framework relies on Markov Chain Monte Carlo (MCMC) methods. In particular, under the assumption that the \( k_j \)'s are independent of one another, contemporaneously and at all lags and leads, \( K_t, K_{5t}, K_{6t} \) can be drawn based on the reduced conditional sampling algorithm proposed in Gerlach et al. (2000) without conditioning on the state vectors \( \theta_t, \alpha_t \), and \( \sigma_t \). This approach greatly improves the efficiency of the sampler when \( k_j \)'s and state vectors are highly correlated. Then, following Primiceri (2005), we adapt methods in Carter and Kohn (1994) and Kim et al. (1998) to draw state vectors \( \theta_t, \alpha_t \) and \( \ln \sigma_t \) from three Gaussian linear state-space systems separately. See the detailed MCMC algorithm in the technical appendix.

### 3. Data and priors

#### 3.1. Data

As discussed above, we consider a small three-variable VAR model to study the evolution of U.S. monetary policy, measured by short-term nominal interest rate (federal funds rate, averaged from daily rates, series ID: FEDFUNDS), and its impact on inflation (seasonally adjusted compounded annual rate of change of Personal Consumption Expenditures, series ID: PCECPI) and the unemployment rate (seasonally adjusted civilian unemployment rate, all workers over 16, series ID: UNRATE). The series are quarterly and run from 1954Q3 to 2007Q4, where the end of the sample is chosen to avoid the recent zero-lower-bound period that would require a more complicated model to capture U.S. monetary policy than can be easily accommodated in the mixture innovations framework.

We execute 70,000 replications of the Gibbs sampler, with the first 20,000 draws, known as the “burn-in”, discarded to allow for convergence to the ergodic distribution. Every 10th draw is saved from the remaining 50,000 draws to economize the storage space. Therefore, Bayesian inferences are carried out based on 5000 draws from the posterior distribution. Convergence diagnostics are conducted by inspecting sample ACFs and recursive means for parameter draws. As shown in Fig. 1, the 20th-order autocorrelations for almost all of parameters draws (including for the hyperparameters) are below 0.15 and only a few are as high as 0.2–0.3. Thus, the posterior draws are mixing well and the convergence check is satisfactory.

---

4 As noted by Koop et al. (2009), modeling correlations between the \( k_j \)'s would bring a huge cost in terms of increasing the computation burden. Meanwhile, any dependence in the timing of changes across different parameter blocks should be evident from \textit{ex post} correlations in the posterior estimates of changes in the different parameters.

5 Recently, Del Negro and Primiceri (2013) have made a correction to the MCMC procedures in Primiceri (2005). They retain most of the procedures except that sampling of stochastic volatilities is preceded by sampling of states for mixture components approximations to errors with log chi-square distributions. We follow their updated procedures.

6 All of the data series were downloaded from FRED managed by the Federal Reserve Bank of St. Louis at http://research.stlouisfed.org/fred2/. The results are generally robust to different measurements of inflation and short-term interest rates, for example, using the GDP deflator or the 3-month Treasury bill rate. The Personal Consumption Expenditures (PCE) deflator is used because it has been, at least in recent years, the Fed’s preferred measure of the cost of living. When the 3-month Treasury bill rate is considered instead of the federal funds rate, an unemployment puzzle (i.e., a contractionary monetary policy associated with a decline in the unemployment rate) appears, as in Koop et al. (2009). Therefore, we take the federal funds rate (FFR), which is directly under the control of the Fed, as the monetary policy instrument. Another potential concern is that the FFR might be less representative as a policy instrument from 1979 to 1982 during which the Fed officially framed its policy in terms of monetary aggregates. But Cook (1989) argues that, even in that episode, the FFR serves as a satisfactory policy indicator. Hence, we believe that it is appropriate to treat the FFR as the policy instrument across most of the postwar period, except for the recent zero-lower-bound period that we do not consider in our analysis.
3.2. Priors

Priors for state vectors and hyperparameters are calibrated following Primiceri (2005) and Koop et al. (2009), with a few minor modifications. Data for the first 10 years of the sample (42 observations, 1954Q3–1964Q4) are employed to calibrate the priors. Specifically, a time-invariant VAR model is estimated using conditional MLE, which produces point estimates, $\hat{\theta}_0$, for the conditional mean parameters and their corresponding variances, $\Omega(\hat{\theta}_0)$. Estimates, $\hat{\Omega}_0$, of the variance–covariance matrix for the VAR errors are obtained as well and $\hat{\sigma}_0$ are derived from decomposing $\hat{\Omega}_0$. The variance, $V(\hat{a}_0)$, of $\hat{a}_0$ is obtained by simulation from a Wishart distribution with scatter matrix $\hat{\Omega}_0$ and degree of freedom set to 40. We set the variance of $\ln(\hat{a}_0)$ to $10I_1$, which is large in log-scale, implying a small weight is put on the prior. As for the hyperparameters $Q$, $S = [S_0 0 0 0]$, $W$, the priors are inverse-Wishart distributions. In order to put as little weight as possible on prior beliefs, the degree of freedom for each inverse-Wishart distribution is set to the minimum plausible value $\dim(Q) + 1 = 22$, $\dim(S_1) + 1 = 2$, $\dim(S_2) + 1 = 3$, $\dim(W) + 1 = 4$. In summary, the priors are as follows:

$$
\begin{align*}
\theta_0 &\sim N(\hat{\theta}_0, 4V(\hat{\theta}_0)), \\
\sigma_0 &\sim N(\hat{\sigma}_0, 4V(\hat{\sigma}_0)), \\
\ln \sigma_0 &\sim N(\ln \hat{\sigma}_0, 10I_1), \\
Q &\sim IW(40k_Q^2V(\hat{\theta}_0), 22), \\
S_1 &\sim IW(2k_S^2V(\hat{a}_{1,0}), 2), \\
S_2 &\sim IW(3k_S^2V(\hat{a}_{2,0}), 3), \\
W &\sim IW(4k_W^2I_3, 4),
\end{align*}
$$

where $k_Q = k_W = 0.01$, $k_S = 0.1$, and $\hat{a}_{1,0}, \hat{a}_{2,0}$ correspond to each block of $\hat{a}_0$.7

To complete the model, hierarchical priors for $K$, $K_{st}$ and $K_{st}$ need to be specified. We adopt a Bernoulli distribution $\text{Ber}(p_j)$ with

$$
\text{Prob}(k_y = 1) = p_j, \quad j = 1, 2, \ldots, 6,
$$

where $p_j$ is the probability of a parameter change occurring at time $t$ for $k_y$. The prior for $p_j$ is a Beta distribution $\text{Beta}(\lambda_{1j}, \lambda_{2j})$, $j = 1, 2, \ldots, 6$, which forms a conjugate prior with a Bernoulli distribution. The values of $\lambda_{1j}$ and $\lambda_{2j}$ reflect prior beliefs about the frequency of parameter changes in the model. Small values of $\lambda_{1j}$ and large values of $\lambda_{2j}$ imply a “structural break” (SB) model with few changes in the parameters (e.g., $\lambda_{1j} = 0.01, \lambda_{2j} = 10$ for all $j$) would imply $E(p_j) = 0.001, sd(p_j) = 0.01$). Large values of $\lambda_{1j}$ and small values of $\lambda_{2j}$ approaches the standard stochastic volatility TVP model in Primiceri (2005) (e.g., $\lambda_{1j} = 1, \lambda_{2j} = 0.01$ for all $j$, would imply $E(p_j) = 0.99, sd(p_j) = 0.08$). For our benchmark model, we set $\lambda_{1j} = \lambda_{2j} = 1$ for all $j$, such that $E(p_j) = 0.5, sd(p_j) = 0.29$, meaning that $a$ priori we believe the occurrence of a change in each period is somewhere around a 50% chance. The prior is reasonably diffuse, although it places very little weight on parameter values corresponding to SB and TVP versions of the model based on the tight priors for the $p_j$’s suggested above. Table 1 provides a summary of our priors on $p_j, j = 1, 2, \ldots, 6$, where the label BEQ denotes the benchmark model varying with respect to equations, the label BVA denotes the benchmark model varying with respect to variables, and SBEQ, SBVA, TVPEQ

---

7 See Primiceri (2005) for a full discussion of the reasons behind these values of $k_Q, k_S, k_W$. 

---

Fig. 1. 20th-order autocorrelations for parameter draws. From left to right, condition mean parameters $\theta_t$ from 1 to 3612, covariances $\sigma_t$ from 3613 to 4128, variances $\sigma_t$ from 4129 to 4644, hyperparameters $Q, S, W$ from 4645 to 5103, and probability parameters $p_j$ from 5104 to 5109, where $t = 1, 2, \ldots, T$ and $j = 1, 2, \ldots, 6$. 

and TVPVA are analogous labels for the versions of the model with strong priors on the \( p_j \)'s. In general, we combine these priors for the \( p_j \)'s with those for state vectors \( \theta_t, \alpha_t, \sigma_t \) and hyperparameters \( Q, S, W \) provided above.

### 4. Model fit and robustness analysis

Table 2 reports on the fit of the benchmark model, the SB model, and the TVP model using (i) posterior medians of \( p_j \)'s and (ii) the expected value of log-likelihood function as described in Carlin and Louis (2000). Note that marginal likelihoods are difficult to calculate in this setting given the high-dimensional parameter space.

The first result that stands out in Table 2 is that the BEQ model with slopes in the same equation changing together receives strongest support based on the expected log-likelihood \( E(\log L|Y) \). Somewhat supportive of Primiceri (2005), Cogley and Sargent (2005), and Koop et al. (2009), the probabilities of parameter change for the BEQ model suggest that the shock volatilities have changed frequently over time with \( E(p_j|Y) = 0.9790 \) (standard deviation 0.0205). However, the slopes in unemployment equation appear to be relatively stable with \( E(p_j|Y) = 0.4329 \) (standard deviation 0.0139), which is substantially smaller than the probabilities of parameter change in other blocks. This result implies that a change in the slopes of the unemployment equation is expected to occur only once every 25 quarters, whereas intercepts and slopes in inflation and interest rate equations are expected to change every one or two quarters. These results provide strong evidence for the idea that changes in the VAR parameters are highly structured, with much stronger support for blocks based on equations than based on variables.

Second, we find that, even when extremely tight priors on \( p_j \)'s are considered with the SB and TVP versions of the model, the information in the data is so strong that it pushes posterior inferences much of the distance towards the estimates for the benchmark model. This can be treated as robustness analysis for our modeling strategy. For example, in the SBEQ model,

\[ \text{Model comparison.} \]

| Models       | \( E(p_1|Y) \) | \( E(p_2|Y) \) | \( E(p_3|Y) \) | \( E(p_4|Y) \) | \( E(p_5|Y) \) | \( E(p_6|Y) \) | \( E(\log L|Y) \) |
|--------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| BEQ          | 0.8607         | 0.8773         | 0.0329         | 0.8882         | 0.4866         | 0.9790         | 1984.2         |
| BVA          | 0.7444         | 0.0057         | 0.2398         | 0.1211         | 0.4950         | 0.9733         | 1821.8         |
| TVPEQ        | 0.9999         | 0.9999         | 0.0353         | 0.9999         | 0.9941         | 0.9998         | 1839.3         |
| TVPVA        | 0.0058         | 0.9998         | 0.0058         | 0.9999         | 0.9935         | 0.9998         | 1269.0         |
| SBEQ         | 0.3333         | 0.1664         | 0.1344         | 0.0956         | 0.0009         | 0.0003         | 896.4          |
| SBVA         | 0.1144         | 0.1132         | 0.1841         | 0.0554         | 0.0010         | 0.0010         | 1137.6         |
| KLS          | 0.09757        | 0.0235         | 0.0294         | 0.0171         | 0.0010         | 0.0010         | 1784.7         |
| Primiceri    | –              | –              | –              | –              | –              | –              | –              |

Standard deviations are listed in parentheses. “KLS” represents the benchmark model in Koop et al. (2009) for which \( k_{ij} = k_{ij} = k_{ij} = k_{ij} \) for all \( t \). For “Primiceri”, \( k_{ij} = 1, i = 1, 2, \ldots, 6, \) for all \( t \), as in Primiceri (2005).

As evident from Table 2, the slopes generally change less frequently for the BVA model than for the BEQ model. We note that our general findings are reasonably robust to considering blocking by variables instead of equations. However, we find less variation in impulse responses over time and the estimation uncertainty about the time-varying tradeoff between inflation and cyclical unemployment is much greater than for the BEQ model.

As evident from Table 1, the slopes generally change less frequently for the BVA model than for the BEQ model. We note that our general findings are reasonably robust to the Akiakke information criterion (AIC) and the Schwartz information criterion (SIC) computed at the expected likelihood. In frequentist econometrics, AIC and SIC are evaluated at the mode of likelihood function. Although the MCMC sampler does not provide a precise estimate of the posterior mode, we have checked AIC and SIC with respect to the highest likelihood values obtained from the sampler and found that the BEQ model again performs best, with the ordering of other models the same except the rankings of the BVA and Primiceri models are interchanged.

The expected log-likelihood is measured by averaging the log-likelihood from the state-space model (1) and (2) based on each draw of \( \sigma_t, \sigma_t, Q, S, W, K, k^0, k^0, k^0, k^0, k^0, k^0, k^0 \), where (and hereafter) \( x_t = (k_1, x_2, \ldots, x_N) \). Taking into account a penalty for number of parameters, the ranking of competing models is robust to the Akiakke information criterion (AIC) and the Schwartz information criterion (SIC) computed at the expected likelihood. In frequentist econometrics, AIC and SIC are evaluated at the mode of likelihood function. Although the MCMC sampler does not provide a precise estimate of the posterior mode, we have checked AIC and SIC with respect to the highest likelihood values obtained from the sampler and found that the BEQ model again performs best, with the ordering of other models the same except the rankings of the BVA and Primiceri models are interchanged.

The results in Table 2 are based on the assumption that the parameters of the model are fixed. However, in practice, the parameters of the model are likely to vary over time. Therefore, it is important to consider the possibility of parameter change in the model. The probabilities of parameter change for the BEQ model suggest that the shock volatilities have changed frequently over time, whereas the slopes in unemployment equation appear to be relatively stable. These results provide strong evidence for the idea that changes in the VAR parameters are highly structured, with much stronger support for blocks based on equations than based on variables.
the parameters of \( \text{Beta}(\lambda_{1j}, \lambda_{2j}) \) priors on \( p_j \)'s are set to \( \lambda_{1j} = 0.01, \lambda_{2j} = 10, j = 1, 2, \ldots, 6 \), and \( E(p_j) = 0.001, \text{sd}(p_j) = 0.01 \) which means that on average a break is expected to happen once every 1000 quarters \emph{a priori}. Nevertheless, the posterior mean values of \( p_j \)'s show that \( E(p_j|Y) = 0.3333, E(p_{j1}|Y) = 0.1664, E(p_{j2}|Y) = 0.1344, E(p_{j3}|Y) = 0.0956, E(p_{j4}|Y) = 0.0009, E(p_{j5}|Y) = 0.0003 \) with standard deviations 0.0395, 0.0289, 0.0254, 0.0225, 0.0096 and 0.0029, respectively. The posterior expected probabilities with respect to the conditional mean parameters suggest that parameter changes happen approximately every 3–10 quarters, which strongly rejects a prior belief that very few breaks occur over time. Meanwhile, in the TVPEQ model, \( \lambda_{1j} \) and \( \lambda_{2j} \) are set to 1 and 0.01, respectively. So \( E(p_j) = 0.99 \) with standard deviation 0.08 clearly favours a time-varying parameter with stochastic volatility model. However, the posterior mean value of \( p_3 \) is 0.0353 with standard deviation 0.0143. Thus, the posterior probability of observing a break in the slopes in unemployment equation in every period declines substantially from the prior. This suggests that the slopes in the unemployment rate equation are more stable than the other blocks in the model and also supports the idea of highly structured changes in the VAR parameters.

As a more general robustness check, we investigate the standard deviations of the reduced-form VAR errors for three alternative models: BEQ, KLS, and Primiceri. Fig. 2 plots the posterior medians of standard deviations for these errors. A decline in volatility since the mid-1980s is evident from the plots. The stochastic volatility estimates for the KLS and Primiceri models track each other closely for all three errors. Meanwhile, the stochastic volatility estimates for inflation and interest rate errors from our BEQ model are almost the same as those for the KLS and Primiceri models. By contrast, the stochastic volatility estimates for unemployment rate errors derived from our BEQ model are slightly higher than for the KLS and Primiceri models. This difference is not surprising because the conditional mean parameters in the unemployment equation vary much more frequently in the KLS and Primiceri models than in our BEQ model, as evident in Table 2. Thus, less of the overall variation in the unemployment rate is ascribed to the VAR errors for Koop et al. (2009) and Primiceri (2005) compared to our BEQ model. However, consistent with the finding by Koop et al. (2009), we find that the restrictions on the structure of time-varying features of conditional mean parameters do not fundamentally change the volatility estimates, especially in terms of general changes over time, although they do influence the impulse response functions, as will be discussed in Section 6.

In summary, the BEQ model receives the strongest support in the model comparison, while it captures similar features in the data such as volatility levels and changes when compared with related models. Hereafter, the empirical results about the evolution of U.S. economy are based on estimates for this model.

5. Testing the Lucas critique

Ever since Lucas’s (1976) seminal study, it has been widely recognized by macroeconomists that reduced-form econometric models could be inappropriate for policy analysis if there are changes in parameters describing policy. However, a relatively large literature—see Fevero and Hendry (1992), Estrella and Fuhrer (2003), Lindé (2001) and Rudebusch (2005), amongst others—casts doubt on the empirical relevance of the Lucas critique by considering Chow tests and superexogeneity tests. In a recent study, Lubik and Surico (2010) find that, by taking stochastic volatility in the reduced-form errors into account, one cannot reject the empirical relevance of the Lucas critique. Specifically, a shift in policy rules has a great impact not only on the reduced-form conditional mean parameters, but also on the variances of reduced-form error terms. They criticize the Chow and superexogeneity tests employed in previous studies for implicitly assuming homoskedasticity of the reduced-form error terms, undermining the power of the tests.10

Most of the recent studies testing the Lucas critique rely on simulating data from a specified DSGE model as if the model were the “true” data generating process (DGP) of the macro variables of interest. By contrast, we make no assumption that the metaphors involved in a given modeling approach are literally true when testing the Lucas critique. Instead, our approach lets the data speak as to whether “policy” and “non-policy” parameters change at the same time.

Ideally, we would like to be able to directly identify changes in the parameters for a structural policy equation. However, our approach only allows us to consider changes in blocks of conditional mean parameters for the reduced-form VAR model.11 But this is less of a problem than it may at first appear because a change in parameters for the structural policy equation should induce a change in the parameters for the reduced-form policy equation. Then, if the Lucas critique holds, the change in the policy parameters should also induce a change in the parameters of the reduced-form equations for the non-policy variables, at least for variables affected by monetary policy. It is true that a simultaneous change in the reduced-form parameters for the policy and non-policy equations could instead be due to a change in non-policy structural parameters, as suggested by Inoue and Rossi (2011). But a change in the reduced-form policy parameters without

---

10 Another potential issue is the low power of the superexogeneity test in small samples, as discussed in Lindé (2001) and Collard and Langot (2001).

11 Although we need to consider changes in conditional mean parameters for the reduced-form VAR model, our approach does allow for identification of changes in the structural shock variances and the contemporaneous cross-equation impact of the structural shocks on the observables. Also, it should be noted that we would be able to directly identify changes in the structural policy equation if our identification of monetary policy shocks involved placing the interest rate first, rather than last, in the causal ordering. This would correspond to the idea that policy only responds to inflation and the unemployment rate with a lag, which could be justified based on data availability issues. We note that the impulse responses for a policy shock for this alternative ordering are qualitatively similar to those for the standard ordering employed in our analysis. Also, the results for the Lucas critique tests are similar for this alternative identification (the fact that there are any differences being due to the fact that the ordering matters for the identification of the structural shock variances and the contemporaneous cross-equation impact of the structural shocks on observables which are linked to \( k_s \) and \( k_n \), respectively).
a corresponding change in the reduced-form non-policy parameters should only occur if the Lucas critique does not hold (again, assuming policy impacts the relevant variable and, of course, that the model is reasonably well-specified). It is this possibility that we consider in our empirical analysis.

Table 3 reports on the timing of breaks across parameter blocks. The reduced-form intercepts (controlled by $k_1$), reduced-form slopes in the inflation equation (controlled by $k_2$), reduced-form slopes in the interest rate equation (controlled by $k_4$), contemporaneous cross-equation impacts of structural shocks (controlled by $k_5$), and standard deviations of structural

![Figure 2](image1)

**Fig. 2.** Posterior medians of standard deviations of error terms in observation equations. (a) Standard deviations of the error term in the inflation equation. (b) Standard deviations of the error term in the unemployment equation. (c) Standard deviations of the error term in the interest rate equation.

**Table 3**

<table>
<thead>
<tr>
<th>$k_a = k_j, i \neq j$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
<th>$k_5$</th>
<th>$k_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0.7733</td>
<td>0.1628</td>
<td>0.7791</td>
<td>0.4826</td>
<td>0.8547</td>
</tr>
<tr>
<td></td>
<td>(0.0340)</td>
<td>(0.0224)</td>
<td>(0.0299)</td>
<td>(0.2125)</td>
<td>(0.0261)</td>
</tr>
<tr>
<td>$k_2$</td>
<td>–</td>
<td>0.1395</td>
<td>0.7907</td>
<td>0.4826</td>
<td>0.8721</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>(0.0252)</td>
<td>(0.0335)</td>
<td>(0.2222)</td>
<td>(0.0302)</td>
</tr>
<tr>
<td>$k_3$</td>
<td>–</td>
<td>–</td>
<td>0.1395</td>
<td>0.5174</td>
<td>0.0349</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>(0.0287)</td>
<td>(0.2741)</td>
<td>(0.0175)</td>
</tr>
<tr>
<td>$k_4$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.4826</td>
<td>0.8779</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>(0.2295)</td>
<td>(0.0308)</td>
</tr>
<tr>
<td>$k_5$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.4826</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>(0.2813)</td>
</tr>
</tbody>
</table>

Standard deviations are listed in parentheses.

Table 3 reports on the timing of breaks across parameter blocks. The reduced-form intercepts (controlled by $k_1$), reduced-form slopes in the inflation equation (controlled by $k_2$), reduced-form slopes in the interest rate equation (controlled by $k_4$), contemporaneous cross-equation impacts of structural shocks (controlled by $k_5$), and standard deviations of structural
shocks (controlled by $k_6$) co-move frequently with the probability of co-movement varying from 48% to as high as 88%. By contrast, the relationship between the reduced-form slopes in the unemployment equation (controlled by $k_3$) and other parameter blocks suggests much less pairwise dependence, with the probability of co-movement varying between 3% and 52%. It should be noted that this relatively weak pairwise dependence between $k_3$ and $k_i, i \neq 3$ is not the result of the unemployment rate being unrelated to the interest rate or inflation. As discussed in the next section, monetary policy shocks have statistically significant effects on the unemployment rate throughout the sample period. So, if the Lucas critique holds, the reduced-form parameters should all move together.

As an even more direct way to look at co-movement related to changes in policy parameters, Table 4 reports on changes in blocks of parameters conditional on a change in intercept or slope parameters in the interest rate equation. The results initially suggest support for the Lucas critique for the behaviour of inflation and the variance–covariance matrix (consistent with Lubik and Surico, 2010), although, again, not for the behaviour of the unemployment rate. Specifically, given a change in slope parameters for the interest rate equation, there is a 90% or higher probability of a change in the other parameters, except for the slopes in the unemployment equation, which only have a 3% conditional probability of change. However, looking back at Table 2, it is clear that certain parameters almost always change. For example, the structural shock variances appear to change about 98% of the time. So whenever the interest rate slope parameters change 88% of the time, we would expect a high conditional probability that the variance–covariance matrix changes too. But the question remains as to whether these parameter changes are causally related to each other.

To determine whether simultaneous parameter changes are merely coincidental, we calculate the correlation between changes in policy parameters and non-policy parameter blocks conditional on changes in the intercept or slope parameters from the interest rate equation. Table 5 reports posterior inferences for these correlations. Most of the correlations are

### Table 4

Test of the Lucas critique: posterior probabilities of changes in parameter blocks conditional on a change in intercept or slope parameters in the interest rate equation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Probability</th>
<th>95% Credible interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inf$^a$</td>
<td>0.8987$^a$</td>
<td>[0.8809, 0.9069]</td>
</tr>
<tr>
<td>Unem</td>
<td>0.0297</td>
<td>[0.0280, 0.0300]</td>
</tr>
<tr>
<td>VarErr</td>
<td>0.9918</td>
<td>[0.9902, 0.9921]</td>
</tr>
</tbody>
</table>

$^a$ Inf: slopes in the inflation equation; Unem: slopes in the unemployment equation; VarErr: variances of reduced-form error terms.

$^b$ Probability: posterior medians.

### Table 5

Contemporaneous cross correlations between changes in policy parameters and non-policy parameters conditional on a change in the corresponding policy parameters in the interest rate equation.

<table>
<thead>
<tr>
<th>Non-policy block</th>
<th>Policy block</th>
<th>$\Delta a_{i:j}$</th>
<th>$\Delta \theta_{i:j}$</th>
<th>$\Delta \varphi_{i:j}$</th>
<th>$\delta_{31,i}$</th>
<th>$\delta_{32,j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
</tr>
<tr>
<td></td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
</tr>
<tr>
<td></td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
<td>$\Delta c_{l}$</td>
</tr>
</tbody>
</table>

Standard deviations are listed in parentheses. $\Delta$ is the difference operator. For the equation for variable $k$, $\Delta c_t$ is the intercept and $\Delta \theta_{i:j}$ is the sum of slopes on variable $j$, where $j, k = \pi, u, i$, corresponding to inflation, the unemployment rate, and the interest rate, respectively.
essentially zero. The results are robust for leads and lags of cross correlations, with posterior medians always almost exactly equal to zero. Furthermore, the results are robust to consideration of only “large” (greater than one standard deviation) changes in policy parameters.

One alternative explanation for our findings could be model misspecification. A key assumption in our analysis is that we are capturing the main information set considered by policymakers when setting monetary policy. However, if this assumption is flawed, changes in policy parameters could be reflecting systematic responses to omitted variables. However, to the extent that inflation and the unemployment rate are the main drivers of systematic policy, as suggested by many variants of the Taylor rule, and assuming that there have been shifts in this systematic policy throughout the postwar period, the Lucas critique clearly implies that we should find a stronger relationship between changes in policy parameters and the other reduced-form parameters than we actually do.

6. Evolution of impulse responses

There is considerable academic debate about whether monetary policy is responsible for stabilizing the U.S. economy since the mid-1980s, a phenomenon known as the “Great Moderation”. One way to investigate the potential sources of the decline in volatility is to consider changes in the responses of macroeconomic variables to monetary policy shocks over time. Along these lines, Primiceri (2005) and Koop et al. (2009) find no evidence for a major role played by monetary policy because they find that impulse responses for inflation and the unemployment rate to a monetary policy shock do not change significantly over time. However, Kuttner and Mosser (2002) and Boivin and Giannoni (2006) find that the impact of monetary policy on output and inflation appears somewhat weaker in recent years compared to before 1980s.

Figs. 4–6 plot the evolution of impulse responses for inflation, the unemployment rate, and the interest rate to a one percentage point monetary policy shock at selected dates: 1975Q1, 1981Q3, 1996Q1 and 2006Q3. The estimated magnitudes of the responses of inflation, the unemployment rate, and the interest rate are generally smaller since 1980s. However, the differences from the 1975Q1 responses are not statistically significant, except for the responses of inflation at the 3–9 quarter horizon.

identification scheme. However, they only show point estimates of the impulse responses without conducting a statistical
test of whether impulse responses have changed across subsamples. As for Primiceri (2005) and Koop et al. (2009), their
modeling strategy is quite similar to ours. Thus, it is fairly easy to determine the source of the different results. Specifically,
every structural parameter is a mapping from the reduced-form VAR parameters given a particular identification scheme.
The impulse responses are functions of the structural parameters. Therefore, if the reduced-form VAR parameter
estimates are misleading due to model misspecification, the impulse response functions will be contaminated as well. As
discussed in Sections 3 and 4, the TVPEQ and TVPVA models with the tight priors implying a break in parameters each
period of time are essentially the same as the stochastic volatility TVP model in Primiceri (2005). Also, our benchmark
models, BEQ and BVA, would collapse to the model in Koop et al. (2009) if parameters change or stay the same
simultaneously. However, as clearly shown in Table 2, the BEQ model receives the strongest support from the data, implying
that it is the greater flexibility in how the VAR parameters change that makes a difference in shaping impulse responses.
Specifically, because the BEQ model is preferred to TVP and SB models, we argue that the impulse responses derived from
this model provide better estimates of the effects of a monetary policy shock. These estimates suggest a weaker response of
inflation to a monetary policy shock since the 1980s.

7. The natural rate of unemployment and the short-run Phillips curve

7.1. Dynamics of the natural rate of unemployment

Following Friedman’s (1968) presidential address to the American Economic Association, the natural rate of unemploy-
ment (NRU) and the related concept of the non-accelerating inflation rate of unemployment (NAIRU) have been central
concepts in macroeconomic modeling. Traditional approaches to estimating the natural rate often impose some restrictions
to make the natural rate constant or, at most, allow for a few discrete jumps at certain periods of time (e.g., Papell et al.,
2000), force the NRU to be a function of time using a “spline” (e.g., Staiger et al., 1997), or employ other techniques such as
calibrated unobserved-components models (e.g., Gordon, 1997), low-pass filtering (e.g., Staiger et al., 2001) and the
Hodrick–Prescott filter (e.g., Ball and Mankiw, 2002). King and Morley (2007) endogenize the NRU as the steady-state
derived from a VAR model in the spirit of the following quote from Phelps (1994):

“In a useful shorthand one may characterize the theory here as endogenizing the natural rate of unemployment – defined
now as the current equilibrium steady-state rate, given the current capital stock and any other state variables.”

Hence, the natural rate of unemployment is not necessarily a constant. Instead, King and Morley (2007) estimate a time-
varying steady state of the unemployment rate following Beveridge and Nelson (1981) by calculating the long-run forecast
in levels \( y_t = \lim_{b \to -\infty} E_t y_{t+b} \) conditional on the information set available at time \( t \).

King and Morley (2007) assume a time-invariant VAR model for output growth, inflation, and the first difference of the
unemployment rate. However, as shown above, there is considerable variation in the parameters for the VAR models of
inflation, the unemployment rate, and the interest rate considered in this paper. Thus, it would be interesting to see if this
time variation has any implications for the time-varying NRU. To do this, we follow King and Morley (2007) by first casting
a VAR model into its companion form:

\[ Y_{t+1} = g_t + F_t Y_t + \varepsilon_{Y,t+1}. \]

Then, we use the companion form to calculate forecasts by assuming that VAR parameters remain constant at their current values as time goes forward—in each period of time, a time-invariant VAR model is assumed based on the time-varying parameter estimates for that period. Conditional on the information set available at time \( t \), including \( g_t \) and \( F_t \), the long-run forecast is

\[
\bar{Y}_t = \lim_{h \to \infty} Y_{t+h} = \lim_{h \to \infty} \left( \sum_{k=0}^{h} F_t^{k} g_t + F_t^{h} Y_t \right) \quad \text{and} \quad \pi_t = s_u \bar{Y}_t,
\]

\[ Y_{t+1} = g_t + F_t Y_t + \varepsilon_{Y,t+1}. \]

The "local-to-date" assumption is common in the literature on bounded rationality and learning (see the "anticipated-utility" model in Kreps, 1998). It should be noted that when we simulate a long-run forecast of the unemployment rate based on all shocks in the model, including those to the time-varying parameters, we obtain a similar measure of the NRU. For consistency with our impulse response analysis, for which a simulated approach would be much more computationally demanding, we report the results for the local-to-date measure.
where \( s_u \) is a selector vector for the unemployment rate and \( \text{NRU} \) is the time-varying NRU.\(^{18}\)

The natural rate of unemployment and the actual unemployment rate are plotted in Fig. 7. The point estimates for the NRU range from 4.0 to 7.2%, which is less volatile compared to the range of 1.8–9.5% for the point estimates obtained by King and Morley (2007), but is comparable to Phelps’s (1994) estimates. The uncertainty around the point estimate has declined since the mid-1980s, which may be due to the substantial decline in the volatility of exogenous shocks around that time. In addition to the difference in the range of the NRU, our estimate is a lot smoother than that reported in King and Morley (2007). This is possibly due to the fact that our model allows blocks of the VAR coefficients to stay constant at their previous values in some periods, so that the trend of the unemployment rate is not forced to be stochastic in every period.

\(^{18}\) Although we do not impose stationarity on \( F_t \), it turns out that almost all of the draws from our sampler satisfy the stationary conditions, making the NRU well behaved. Note that King and Morley (2007) calculate the long-run forecast of the level of the unemployment rate given a stationary VAR model that includes its first differences. By contrast, we calculate the long-run forecast of the level of the unemployment rate given a VAR model that includes its levels. However, the time-varying intercept allows for a stochastic trend in the unemployment rate, so the two approaches are similar as long as the companion matrix \( F_t \) for our VAR model has all of its eigenvalues less than one in modulus.

Fig. 5. Response of the unemployment rate to a one percentage point monetary policy shock for 1975Q1, 1981Q3, 1996Q1 and 2006Q3: (a) medians of impulse responses; (b) response in 1981Q3 minus response in 1975Q1 with 80% equal-tailed credible interval; (c) response in 1996Q1 minus response in 1975Q1 with 80% equal-tailed credible interval; (d) response in 2006Q3 minus response in 1996Q1 with 80% equal-tailed credible interval.
7.2. Test of the short-run Phillips curve

Because we have estimated the natural rate of unemployment, we can construct cyclical unemployment and test for the existence of the short-run Phillips curve. Following Gordon (1997), we investigate a “triangle” model (although without explicit supply shocks). Also, Peach et al. (2011) recently consider a threshold Phillips curve model with respect to cyclical unemployment to investigate possible nonlinearities. They find that the tradeoff between inflation and cyclical unemployment depends on slack of the labor market. Related to this, we sometimes include interaction terms to capture possible state dependence in the tradeoff between inflation and cyclical unemployment. Specifically, we consider the following four specifications:

\[
\pi_t = \sum_{i=1}^{4} \delta_i \pi_{t-i} + \beta_1 u_t^C + \omega_t, \tag{7}
\]

---

Fig. 6. Response of the interest rate to one percentage point monetary policy shock for 1975Q1, 1981Q3, 1996Q1 and 2006Q3: (a) medians of impulse responses; (b) response in 1981Q3 minus response in 1975Q1 with 80% equal-tailed credible interval; (c) response in 1996Q1 minus response in 1975Q1 with 80% equal-tailed credible interval; (d) response in 2006Q3 minus response in 1996Q1 with 80% equal-tailed credible interval.

---

19 We construct cyclical unemployment by subtracting the median NRU from the actual unemployment rate.
Standard deviations are listed in parentheses. The sum of the denoted a nonlinear model with interaction terms $\pi C_i$ where $\pi C_i$ denotes the linear model. “NL-Full” denotes a nonlinear model with interaction terms $\pi C_i$ and $u_t C_i$. “NL-π” and “NL-u” denote nonlinear models related only to the level of lagged inflation and the unemployment rate, respectively.

Table 6 reports regression results based on OLS for the full sample and two subsamples of 1965Q1–1990Q4 and 1991Q1–2007Q4. Two things stand out: First, along the lines of a Solow–Tobin test (see Solow, 1968; Tobin, 1968), we might...
consider the natural rate hypothesis (i.e., a vertical long-run Phillips curve) by testing whether the sum of $\delta$’s is significantly less than 1. Of course, as famously pointed out by Sargent (1971), the Solow–Tobin test is only informative about the natural rate hypothesis when inflation contains a unit root. Regardless, the 95% confidence intervals for the sum of the $\delta$’s reported in Table 6 always contain 1. Hence, the natural rate hypothesis is supported by the data.\(^{21}\) Second, there is strong evidence supporting the existence and nonlinearity of a short-run tradeoff between inflation and cyclical unemployment for the full sample and the first subsample. For the full sample, the best specification is the nonlinear model related to the level of lagged inflation only (NL-$\pi$) according to adjusted $R^2$, AIC and SIC. The nonlinearity coefficient $\beta_3 = -0.134$ is statistically significant at the 5% level, implying that a higher level of inflation corresponds to a greater tradeoff. A likely explanation for this nonlinearity is that inflation expectations are not as well-anchored at high levels of inflation, with cyclical unemployment generating a larger change in inflation in this case. The same result and general reasoning apply for the first subsample in which the best model is the full nonlinear model (NL-Full) measured by adjusted $R^2$ and AIC, or the NL-$\pi$ model based on the SIC. In this case, the nonlinearity coefficient $\beta_3$ is statistically significant at 5% level and quantitatively similar for both models, specifically, $-0.145$ in the NL-Full model and $-0.143$ in the NL-$\pi$ model. By contrast, for the second subsample, the short-run tradeoff has weakened and possibly even disappeared, as none of the tradeoff coefficients $\beta_1, \beta_2$ and $\beta_3$ is statistically significant for the models considered. The vanishing tradeoff between inflation and cyclical unemployment in the second subsample is in accordance with the findings of Atkeson and Ohanian (2001) and could reflect a strong anchoring of inflation expectations in the recent sample period (see IMF, 2013).

\(^{21}\) The decrease in the estimated sum of the $\delta$’s in the latter subsample is likely due to the decline in the persistence of inflation, as discussed in Cogley and Sargent (2001).
In addition to the regression analysis, we investigate time variation in the short-run tradeoff between inflation and cyclical unemployment using the impulse responses discussed in the previous section. Specifically, we consider the ratio of the 3–9 quarter average response of inflation relative to the 3–9 quarter average response of the unemployment rate for each structural shock. Fig. 8 plots the posterior medians of the ratios of the inflation and unemployment rate responses for each structural shock. The short-run tradeoffs vary across the structural shocks and across time. The posteriors are generally quite wide and include zero, except for a shock to the unemployment rate, for which the ratio is always negative and significant up until the mid-1990s based on 50% equal-tailed credible intervals, as reported in Fig. 9.22 This tradeoff strengthened until around 1977 and then weakened and possibly disappeared by the mid-1990s, consistent with our

22 To the extent that the structural shocks in the unemployment rate and interest rate equations represent aggregate demand shocks, we would expect a similar tradeoff for both shocks. So the differences in the estimated tradeoffs could reflect estimation uncertainty, with the effects of monetary policy shocks not as well identified given their relative unimportance in explaining fluctuations in the unemployment rate and inflation. This is consistent with the relatively wide posterior bands for the tradeoff given a monetary policy shock compared to an unemployment shock. Meanwhile, a common pattern of a diminished tradeoff for both shocks is clearly evident in Fig. 8.
findings on a nonlinear Phillips curve with respect to the level of lagged inflation based on the OLS regressions reported in Table 6 given that inflation was relatively high in the 1970s.

Fig. 10 presents a related measure of the decline in the short-run tradeoff since the 1990s. This figure plots the 95% joint credible set for the ratios of the inflation and unemployment rate responses to a structural shock to the unemployment rate based on estimates from time periods A and B and conditional on a negative simulated ratio in period A. The periods for comparison that we consider in the four panels are 1975Q1 vs. 1990Q3, 1975Q1 vs. 1991Q1, 1975Q1 vs. 2000Q1 and 1990Q3 vs. 2000Q1. These are based on key business cycle reference dates of trough, peak, trough, and normal time for the four respective dates. The results evident in Fig. 10 can also be summarized by the statistic $F_{A}$, which is defined as the fraction of simulated ratios that are greater in period B than in period A. For example, consider $F_{1975} = 85.2\%$. This means that 85.2% of the simulated ratios in 1990Q3 are greater than those in 1975Q1. The equivalent statistics for the other dates are $F_{1975} = 85\%$, $F_{1990} = 91.8\%$, and $F_{1990} = 84.7\%$. Thus, from Fig. 10 and the corresponding $F_{A}$ statistic, we can conclude that the short-run tradeoff between inflation and cyclical unemployment has declined since the beginning of the 1990s.

8. Conclusion

In this paper, we have developed a stochastic volatility time-varying parameter vector autoregressive model with mixture innovations parameters and allowing different blocks of parameters to change at different points of time. Notably, this model fits the U.S. macroeconomic data better than models that assume continuous or infrequent change in all of the model parameters at the same time. As part of the flexible variation allowed in the parameters, we do not force non-policy parameters to change at the same time as those related to monetary policy. This allows us to test and reject the empirical relevance of the Lucas critique notion that changes in policy parameters drive changes in reduced-form parameters.

Even though we do not find support for the Lucas critique, our estimates suggest that the structure of the U.S. economy has evolved considerably over the postwar period, with diminished effects of monetary policy shocks on inflation and changes in the slope of the Phillips curve in recent years. However, it is notable that the structural changes have been gradual and small enough in the recent sample that estimates from the model could be useful for predicting the effects of monetary policy in the future, at least once the U.S. economy exits the zero-lower-bound period.
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