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This paper develops generalized method-of-moments tests for the
rationality of earnings per share forecasts made by individual stock
analysts. We fail to reject the hypothesis of rationality as long as
we take into account two complications: (1) the correlation in a
given period of analysts’ forecast errors in predicting earnings for
firms in the same industry and (2) discretionary asset write-downs,
which affect earnings but are intentionally ignored by analysts
when they make earnings forecasts. Our results challenge earlier
work by De Bondt and Thaler and by Abarbanell and Bernard that
found irrationality in analysts’ forecasts.

I. Introduction

A substantial literature exists in accounting and finance that exam-
ines the properties of financial analysts’ forecasts of corporate earn-
ings. Researchers have been interested in analysts’ forecasts for a
variety of reasons, and we consider three here.

One reason is that asset pricing and cost-of-capital models gener-
ally involve earnings expectations variables for which proxies must
be provided if these models are to be tested empirically or imple-
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mented in practice. Using time-series models to provide such prox-
ies is common, but these proxies suffer from two problems. First,
they may be less accurate than actual market expectations because
they incorporate only a small set of information (i.e., lagged values
of earnings and other variables). Second, when time-series models
are used to generate expectations, any test of the asset pricing or
cost-of-capital model under consideration becomes a joint test of
the model of interest and the time-series model of expectations.

Given these two problems, a number of authors have shown inter-
est in the properties of analysts’ forecasts both because they may
provide a superior proxy for market expectations and because, if
one accepts their validity, one may construct direct tests of the asset
pricing or cost-of-capital model that are of interest, while treating
expectations as given. Examples of papers motivated by this line of
interest are the following: (1) studies that have examined the accu-
racy of analysts’ forecasts and, in particular, whether they are more
accurate than forecasts from simple time-series models, such as
those by Cragg and Malkiel (1968), Elton and Gruber (1972),
Brown and Rozeff (1978), Crichfield, Dyckman, and Lakonishok
(1978), Collins and Hopwood (1980), Fried and Givoly (1982),
Elton, Gruber, and Gultekin (1984), and O’Brien (1988, 1990);
and (2) studies that have examined the extent to which share price
movements are associated with analysts’ forecast revisions and fore-
cast errors, such as those by Ball and Brown (1968), Beaver, Clarke,
and Wright (1979), Givoly and Lakonishok (1979), Fried and Givoly
(1982), Brown et al. (1987), Hughes and Ricks (1987), O’Brien
(1988), and Lys and Sohn (1990).

A second reason for interest in analysts’ forecasts is that if these
forecasts do measure market expectations, then evidence of excess
volatility or irrationality in analysts’ expectations may help to explain
what some researchers argue are excessively volatile asset price
movements or anomalous market behavior. This line of research is
exemplified by the work of De Bondt and Thaler (1985, 1990) and,
later, by the work of Klein (1990), Abarbanell (1991), Mendenhall
(1991), Abarbanell and Bernard (1992), and Ali, Klein, and Rosen-
feld (1992).

A third reason for interest in analysts’ forecasts is that they may
provide a rare opportunity to test the rational expectations hypothe-
sis. We doubt that data on expectations measure agents’ true expec-
tations unless those data are subject to some type of market test (see
Keane and Runkle 1990). But since financial analysts’ livelihoods
depend on the accuracy of their forecasts and since we observe the
same forecasts that the analysts sell, we can plausibly argue that these
numbers accurately measure the analysts’ expectations. Studies that
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examine whether analysts’ forecasts have the properties of rational
forecasts (i.e., that test for unbiasedness or efficiency or both) are
those by Crichfield et al. (1978), Fried and Givoly (1982), Givoly
(1985), O’Brien (1988), De Bondt and Thaler (1990), Klein (1990),
Abarbanell (1991), Mendenhall (1991), Abarbanell and Bernard
(1992), Ali et al. (1992), and Xiang (1992). There is also a related
literature in economics on testing the rationality of forecasts, as illus-
trated by Brown and Maital (1981), Figlewski and Wachtel (1981),
Zarnowitz (1985), Frankel and Froot (1987), and Keane and Runkle
(1990).

In this paper, we provide a new analysis of analysts’ forecasts that
is most closely connected to the second and third lines of research.
Specifically, we test the rationality of individual analysts’ earnings
forecasts as reported in the Institutional Brokers Estimate System
(I/B/E/S) data set. Although many studies have already examined
this issue, we justify yet another on the basis that the issue of cross-
sectional correlation in analysts’ forecast errors has not yet been fully
addressed.

Several authors (esp. Crichfield et al. 1978; Bernard 1987; O’Brien
1988; Abarbanell 1991; Abarbanell and Bernard 1992) have noted
that statistical inference about the properties of analysts’ forecasts
is very difficult if forecast errors are correlated across forecasters or
firms. If, at time ¢, multiple analysts forecast time ¢ + 1 earnings for
a firm, their forecast errors will tend to be positively correlated as
long as unanticipated shocks to earnings occur between ¢ and ¢ +
1. The same is true if these analysts forecast earnings for multiple
firms and if shocks occur between ¢ and ¢ + 1 that affect all firms
similarly. Any test of unbiasedness or efficiency that makes use of
data on multiple forecasters or multiple firms will tend to overreject
the null hypothesis if such positive correlations are ignored.

In this paper, we develop a generalized method-of-moments
(GMM) estimator that gives correct statistical inference in the pres-
ence of complex patterns of correlation across analysts in their fore-
cast errors. We show that failure to account for these correlations
leads to overwhelming rejections of unbiasedness and efficiency in
the I/B/E/S data but that a correct statistical inference (accounting
for these correlations) is that unbiasedness and efficiency cannot be
rejected. Note that we cannot reject the hypothesis that analysts fully
incorporate into their earnings forecasts the information contained
in both lagged earnings reports and lagged stock price behavior.
Thus many of the rejections of rationality of analysts’ forecasts that
have been published appear to be due solely to downward-biased
standard errors.
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II. Our Work versus Related Literature

Some previous studies have attempted to deal with the problem of
correlated errors across forecasters or firms. To our knowledge,
Crichfield et al. (1978) first noted the problem. They stated that
“at any point in time, forecasts for all companies may be cross-
sectionally correlated due to aggregate market events’ and that “‘a
relatively long time span is required to test the ability of SA’s [secu-
rity analysts] to estimate the mean of the EPS (earnings per share)
distribution”” (p. 653). In their empirical work, Crichfield et al. used
data on the mean of analyst forecasts of annual earnings for 46 firms
in the years 1967-76 from the Standard and Poor’s Earnings Forecaster.

Such a short time period may not be adequate for tests of rational-
ity if large aggregate shocks occur that affect many companies. If
aggregate shocks are important, then mean forecast errors (defined
as actual EPS minus the mean EPS forecast) will tend to be positive
or negative for individual years and will have mean zero only over
time (not over firms at a point in time). This is why Crichfield et al.
stated that *‘studies based on a comparison of realizations with fore-
casts over a short time horizon are likely to be deficient” (p. 653).
At the time they did their analysis, the Earnings Forecaster data were
available for only 10 annual observations. Even with this short a time
period, they could not reject unbiasedness of the mean forecast.
However, as we shall show below, with only 10 time periods, even
one large aggregate shock could cause a rejection of unbiasedness.
Considerably longer time spans are necessary to avoid sensitivity to
this type of problem. Fried and Givoly (1982) also studied unbiased-
ness of the mean forecasts of annual earnings from the Earnings Fore-
caster, using data on 424 firms for the 1969-79 period. They found
that the mean forecast is biased upward. However, since the number
of time periods is only 10, this result may be due to aggregate shocks
during the sample period, as Crichfield et al. suggest.

O’Brien (1988) studied annual EPS forecasts of analysts in the
I/B/E/S data set for the 1975-81 period, which gave seven annual
observations. The sample in her analysis has data on 184 firms and
1,260 firm years. O’Brien was apparently the first to deal with aggre-
gate shocks by allowing for random period-specific shocks when test-
ing for unbiasedness, a procedure that we generalize below. She
finds weak evidence that forecasts are upward-biased (i.e., too opti-
mistic) but correctly observes that

an alternative explanation consistent with these results is
that analysts issue unbiased forecasts, but this seven-year
period, 1975 through 1981, is one with primarily negative
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unanticipated EPS. Unfortunately, the most obvious way to
distinguish between the hypothesis of deliberate optimistic
bias and this alternative is to collect data for a longer span
of years. This is not possible with the I/B/E/S detail data.
[P. 65]

In this paper, we extend O’Brien’s work on the I/B/E/S data in
three ways. First, we use the I/B/E/S data on quarterly earnings
forecasts from the fourth quarter of 1983 to the fourth quarter of
1991 in order to achieve a time-series length of 33 periods." This
greater time span should reduce the sensitivity of our results to ag-
gregate shocks. As an example, suppose that analysts’ annual EPS
forecasts were generally overly optimistic for 1975 because the sever-
ity of the recession was not anticipated in late 1974. Nevertheless,
by the end of the first quarter of 1975, the severity of the recession
was apparent, so the quarterly earnings forecasts for the second
through fourth quarters should not have been overly optimistic. Sec-
ond, we allow for firm-specific as well as aggregate shocks. Third,
we develop a GMM estimator that allows us to test for efficiency as
well as unbiasedness while taking into account both aggregate and
firm-specific shocks.”

In a pair of recent papers examining analyst forecast rationality,
Abarbanell (1991) and Abarbanell and Bernard (1992) both test for
unbiasedness and efficiency using the most recent analyst forecast
from the Value Line Investment Survey. Abarbanell studied quar-
terly forecasts for the years 1981-84 for 100 firms and found that the
mean forecast error is negative (an overestimate) and that a positive
correlation exists between prior share price changes and analysts’
forecast errors (i.e., a positive [negative] price change increases the
probability of a low [high] earnings forecast). Abarbanell and Ber-
nard studied quarterly forecasts for 178 firms in the 1976—86 period,
giving a time-series length of 44 periods. They found that the Value
Line analysts’ forecast errors are positively autocorrelated for the
first three quarterly lags (i.e., they do not efficiently utilize the infor-
mation in their lagged errors), that unbiasedness can be rejected
because analysts are overly optimistic, and that analysts’ errors are
positively correlated with the lagged change in earnings (i.e., ana-
lysts underreact to earnings changes). However, as Abarbanell and
Bernard state,

"Quarterly I/B/E/S data started in 1983, even though annual data were available
carlier.

2 The problems for statistical inference created by aggregate shocks have also been
discussed by Bernard (1987).
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the standard errors should be interpreted with caution,
given that the assumption of independence across firms is
almost certainly violated. . . . Cross-sectional dependence
is of concern . . . because all firms are affected by economy-
wide movements. However, given the limited number of
time series observations available here, relative to the num-
ber of firms, standard techniques for adjusting for cross-
sectional dependence are not feasible. [P. 1188]

One contribution of our paper is to provide a GMM technique to
adjust for cross-sectional dependence that is feasible for this type of
data.

III. Econometric Issues

Suppose that analyst » makes a forecast in time ¢ of EPS for firm j
in period ¢ + 1. We shall denote that forecast as ,EPS/, ,,,. We wish
to test whether such an analyst’s predictions are rational in Muth’s
(1961) sense, that is, that they are equal to the mathematical expec-
tation of actual EPS, conditional on the information available to ana-
lyst » at time ¢. In other words,

EPS), .y = E(EPS),|1,,), (1)

where EPS/,, is actual EPS for firm jin period ¢ + 1, I, ,is the infor-
mation available to analyst j at time ¢, and E is the mathematical
expectations operator.

Note that if all analysts have the same loss function, private infor-
mation accounts for the differences in forecasts among analysts. Un-
der that condition, if analysts all had exactly the same information,
they would make the same forecast. Otherwise their forecasts would
not be rational.

For an individual analyst, a test of forecast rationality can be per-
formed by running the regression

EPS/,, = o, + o ,EPS/ ; + 0. X, , + € 4, (2)

where X, , is any variable known to analyst n at time ¢. Unbiasedness
implies that in a regression without X, ,variables, the coefficients in
equation (2) may be restricted to o, = 0 and a; = 1. Efficiency
requires that any variable known by n at time ¢ should have no pre-
dictive power in the regression; that is, 0y = 0 (in addition to O, =
0and a; = 1).

At least two reasons can be given to explain why regression tests
for unbiasedness and efficiency could lead to rejections, even if ana-
lysts were rational in forming their expectations. First, analysts may
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not have symmetric loss functions. They may be penalized more for
a large overprediction than for a large underprediction. Second, ag-
gregate shocks may cause the sample mean forecast error for an indi-
vidual to be nonzero for a finite 7. In either of these cases, we could
reject forecast rationality, even though analysts made optimal fore-
casts given their information sets and their loss functions.?

We could test analyst forecast rationality by randomly selecting
one analyst and one firm. If we did so, we could estimate equation
(2) by ordinary least squares (OLS). This sampling method will give
test statistics that are consistent in 7, the number of time periods
for which analysts’ forecasts are observed. But we may want to im-
prove the power of our tests by including forecasts from multiple
analysts for multiple firms. However, if we include these additional
observations, our statistical inference will be invalid unless we cor-
rectly model the covariance of forecast errors across analysts and
across firms.

We address this issue of error covariance in two parts. First, we
discuss the individual analyst’s information set and the intertempo-
ral correlation of forecast errors for the individual analyst. Second,
we discuss how forecast errors are correlated across analysts and
across firms.

We shall now consider what is contained in the information set
of analyst n in period ¢. Certainly, any public information known at
time ¢, such as previous earnings announcements by the firm, should
be known to the analyst. Such public information should certainly
be orthogonal to €/, ., = EPS/,, — EPS/ .|, the analyst’s one-step-
ahead forecast error in predicting EPS for firm j. In addition to pub-
lic information, equation (1) implies that any private information
that the analyst had at time ¢, such as the analyst’s own prior forecasts
and forecast errors, should also be orthogonal to €/, ,,,. And if other
analysts’ forecasts or the average of other analysts’ forecasts is an-
nounced publicly, they should also be orthogonal to analyst n’s fore-
cast error.

Akeyissue is whether an analyst knows his or her previous forecast
error at the time he or she forecasts EPS. In the I/B/E/S data we
use, the release of information happened in the sequence shown in
figure 1, where the solid vertical lines represent the end of each time
period. Figure 1 shows that, in each period, EPS for the previous
period is announced before analyst » makes a forecast of EPS for
the current period. In this case, analyst »n’s previous forecast error
(EPS] — ,EPS’ ) is known when the analyst makes the prediction

n,t

¥ We also do not consider in this paper whether analysts are making their predic-
tions strategically, on the basis of predictions made by other analysts.
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EPS’ ;. Therefore, the previous forecast error should be orthogo-
nal to the current forecast error.! All private or public information
known by the analyst when the analyst makes the forecast could be
included in (2) to conduct a valid test of forecast rationality.

We next discuss how forecast errors are correlated across analysts
and firms. If we understand this issue, we can increase the power of
our tests of rationality by including observations on multiple analysts
and on multiple firms.

We start by considering the case in which multiple analysts make
forecasts for the same firm. As we noted previously, if the analysts
all had exactly the same information (and the same loss function),
they would make exactly the same forecast. In this case, the analysts’
forecast errors would be exactly the same, and considering multiple
analysts would produce no efficiency gain. The only gain to consider-
ing multiple analysts would come from the differences in analysts’
forecasts that arise from an individual analyst’s private information.
But, even in this case, we would expect a very high correlation
among analysts’ forecasts (and forecast errors) because of the public
information that they share.

Suppose that N analysts make one-step-ahead forecasts for firm j.
Under the null hypothesis of forecast rationality, we assume that the
variances and covariances of the analysts’ forecast errors are

. ) a s=0
E(Ejn,t+l€jn,t+l+s) = 0, s#0 (3)
and
. . ¢, s=0,mn=N, m#%n
E(€), 1€ 11145) = 0, s#0. (4)

There are two sources of these restrictions. First, the variance of an
analyst’s forecast error, equation (3), differs from the covariance of
two different analysts’ forecast errors, equation (4), because each

*1If we had used k-step-ahead forecasts, each analyst’s forecast errors would be
MA(k — 1), as discussed by Hansen and Hodrick (1980).
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analyst possesses private information about the firm. Second, fore-
cast errors are uncorrelated across time, if the forecasts are rational,
because we use only forecasts that are made after EPS for the previ-
ous quarter is released. We have shown how to conduct statistical
inference in this case in Keane and Runkle (1990).

We further increase the power of our tests for rationality by includ-
ing observations on forecasts for different firms.” This step requires
additional assumptions and a new estimation procedure, and it is
the focus of our paper. Just as forecast errors across analysts for one
firm are correlated because of public information, forecast errors
for a single analyst for multiple firms in an industry are correlated
because of unforeseen events that affect all firms in an industry. Of
course, because information about industry conditions is public,
forecast errors will be correlated across analysts for different firms
in the industry as well.

Suppose now that an industry has N analysts and J firms. In each
time period, each analyst makes predictions about EPS for each firm.
Assume that at period ¢ each analyst makes a one-step-ahead predic-
tion for EPS for each firm. Under the null hypothesis of forecast
rationality, equations (3) and (4) hold. However, we make two addi-
tional sets of assumptions about the covariances of analysts’ forecasts
across firms:

b s=0,j,l=] j%l

E(Ejn,t+l€ip,,t+l+s) = 0, s#0 (5)

and

d s=0,mn=Nm#*n,jl=] j*1

E(ejn,t+l€fn,t+l+s) = 0, s#0. (6)

Equation (5) allows an individual analyst’s forecast errors for differ-
ent firms in an industry to be correlated. This correlation occurs
because of unforeseen events that affect all firms in the industry.
Note that the covariance of an analyst’s forecast errors for different
firms, equation (5), differs from the variance of the analyst’s forecast
error for a single firm, equation (3), because some unforeseen
events are firm specific. Therefore, b < a.

Equation (6) allows different analysts’ forecast errors for different
firms in an industry to be correlated. This correlation occurs because
of unforeseen events that affect all firms in the industry. However,

>The power of the tests will increase as long as analysts’ forecast errors across
firms are not perfectly correlated.
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the covariance of forecast errors across firms for different analysts,
equation (6), differs from the covariance of forecast errors across
firms for a single analyst, equation (5), because each analyst can
have private information about industry conditions. Therefore,
d<c.

As with equations (3) and (4), equations (5) and (6) do not allow
serial correlation in the errors. Again, this restriction stems from our
use of forecasts that are made after EPS for the previous quarter is
released.

Finally, note that this error structure, by assuming homoskedasticity,
assumes that variances and covariances do not differ across forecast-
ers or firms. In Section IV we normalize EPS across firms by dividing
EPS by the stock price at the end of the previous quarter. This nor-
malization is crucial to justify our assumption of homoskedasticity.

With covariance structure (3)—(6), errors are not independent
across forecasters or across firms. Thus any attempt to estimate equa-
tion (2) by OLS will yield inconsistent test statistics since OLS stan-
dard errors are constructed under the assumption that all errors are
independent and identically distributed. In Appendix A we propose
a feasible GMM estimator for equation (2). Our estimator uses ex-
actly the same orthogonality restrictions as OLS, so the coefficient
estimates are the same as those of OLS. However, our estimator uses
the information in the error covariance structure (3)—(6) to cor-
rectly compute the standard errors for the coefficient estimates. It
differs from the GMM estimator used in Keane and Runkle (1990)
because that earlier estimator can be used only when forecasters
make predictions for only one time series. That estimator would not
let us test the rationality of forecasts made by analysts for multiple
firms within an industry.

Unlike OLS, the feasible GMM estimator will yield test statistics
that are consistent in 7. Consistency is in 7T'rather than the number
of analysts or the number of firms in an industry because forecast
errors that arise from shocks affecting an entire industry will not
cancel out across analysts or firms. That is, the sample version of the
orthogonality condition E(e/, |7, ) converges to zero as the num-
ber of time periods increases, but not as the number of analysts or
firms increases, if the number of time periods is held fixed.’

We now consider our five specific tests of rationality, all of which
test the rationality of one-step-ahead forecasts. First, we test for unbi-
asedness. (If analysts’ forecasts are biased, conducting further tests
of efficiency is pointless.) Second, we test whether the analyst’s previ-
ous one-step-ahead forecast is correlated with the analyst’s current

% This point was first noted, in a different context, by Chamberlain (1984).
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one-step-ahead forecast error. Third, we test whether the earnings
announcement from period ¢is correlated with the analyst’s current
one-step-ahead forecast error. (This test shows whether analysts ei-
ther underreact or overreact to the most recent earnings announce-
ment.) Fourth, we test whether the analyst’s lagged one-step-ahead
forecast error is correlated with the analyst’s current one-step-ahead
forecast error. (This test shows whether an analyst learns from his
or her own past forecast errors.) Fifth, we test whether the average
lagged one-step-ahead forecast error by all analysts covering a firm is
correlated with the analyst’s current one-step-ahead forecast error.

IV. Data

The data for our study come from three sources. We use individual
analyst predictions from I/B/E/S, earnings data from Compustat,
and data about the timing of stock splits and stock dividends from
the Center for Research in Security Prices (CRSP).

We believe that the I/B/E/S individual analyst data set is one of
only two potential sources of data on individual analyst forecasts that
satisfy two criteria necessary for implementing our econometric
methods.” First, a unique code identifies each analyst. This identifi-
cation is necessary to allow us to test the hypotheses about private
information. Second, the date on which the forecast was made can
be identified with reasonable accuracy. This dating is necessary so
that our assumptions about the analysts’ information sets are cor-
rect. We return to this issue later in the paper.

We choose six four-digit Standard Industrial Classification (SIC)
industries to analyze, on the basis of the number of firms in the
industry and analyst coverage. Within each industry we choose those
firms for which a minimum of 100 quarterly forecasts were made in
at least 25 different quarters from the fourth quarter of 1983 to the
fourth quarter of 1991.® We choose industries for which at least three
firms satisfied these criteria. We also restrict our sample to firms hav-
ing a December 31 fiscal year end. Table Bl in Appendix B shows
a list of the industries we use.

Since we want to ensure that the forecasts were made by profes-
sional earnings analysts rather than analysts who had made just a

"The other data set that could be used is the Zacks individual forecast database
(see Stickel 1990). Value Line does not contain multiple individual forecasts. In
addition, since Value Line does not publish how it computes its “‘actual’”” earnings
numbers, there is no way to independently verify their construction from the raw
financial reports.

8 The average firm had observations for 29 quarters. The I/B/E/S quarterly data
are not available before the fourth quarter of 1983.
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couple of forecasts, we restrict our sample to the predictions of ana-
lysts who made forecasts in at least five different quarters. We use
only forecasts designated as predictions of primary EPS, so that fore-
casts are comparable across analysts.’

Finally, we restrict our sample to those forecasts for which we have
reasonable assurance that the firm’s earnings announcement from
the previous quarter was known at the time the analyst made the
forecast. We do this by restricting our sample to those forecasts re-
corded at least 7 days after the firm’s earnings announcement for
the previous quarter."

The mechanics of this restriction deserve further explanation.
The I/B/E/S records the date on which a forecast is entered into
the database rather than the date on which the forecast was made.
But we have three reasons to think that the entry date is within a
week of the date on which the forecast was made. First, since 1983,
I/B/E/S has recorded the forecasts quite quickly.” Second, the vast
majority of analysts work in New York, where I/B/E/S is located,
so postal time is likely to be short." Finally, the empirical distribution
of forecast entry dates shows that virtually no forecasts are entered
in the 7 days before an earnings announcement but that a large
number of forecasts are entered after 7 days. Since analysts are more
likely to make a new forecast immediately after the earnings an-
nouncement than immediately before, this pattern in the empirical
distribution of entry dates suggests that a 7-day cutoff is sufficient
to ensure that the analyst made the new prediction after the firm’s
earnings announcement.

Our data for actual EPS come from Compustat. We use Compustat
earnings data rather than I/B/E/S earnings data because of the
well-known problems with data alignment in the I/B/E/S earnings
data (see Philbrick and Ricks 1991). We use primary EPS before ex-
traordinary items as our measure of earnings because that is the mea-
sure of EPS that corresponds best to what I/B/E/S states the ana-
lysts are trying to predict (see Institutional Brokers Estimate System

Y If sufficient stock options or convertible bonds are outstanding, firms are re-
quired to report fully diluted EPS, taking into account potential share dilution, in
addition to primary EPS. We exclude forecasts of fully diluted EPS.

" We use Compustat’s earnings announcement dates.

"' In private conversations, I/B/E/S officials reported that from the fourth quar-
ter of 1983 to the first quarter of 1985, forecasts were recorded within 5 days of
receipt. Since the second quarter of 1985, I/B/E/S has done all of its data entry
in-house. Forecasts are now entered within 2 days of receipt. Throughout the sam-
ple, we find no problems with delays in I/B/E/S data entry, such as those noted
for earlier periods by Brown, Foster, and Noreen (1985) and O’Brien (1988).

2 1n fact, by the end of the sample, almost all the forecasts were sent electronically
to I/B/E/S, so that they were entered into the database on the same day they were
made.
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1987). Even this measure of earnings may not be perfect in all cases,
however; we discuss it in further detail below. To eliminate hetero-
skedasticity in forecast errors, we normalize both predicted EPS and
actual EPS by dividing both by the stock price on the last day of the
previous quarter.

All the data we use are corrected for stock splits, as listed on the
CRSP master tape. If a split is announced and occurs between the
time in which a forecast is made and the earnings announcement,
the actual EPS is adjusted to conform to the presplit forecast. If a
split is announced between the end of the previous quarter and the
time in which the forecast is made, the previous quarter’s stock price
is adjusted to conform to the postsplit forecast and earnings an-
nouncement.

V. Empirical Results

We now consider our tests for unbiasedness and efficiency of individ-
ual analysts’ forecasts for each of the six industries in our sample.
Since we use quarterly data in our study, the one-step-ahead fore-
casts discussed in Section IV are one-quarter-ahead forecasts. All our
tests are based on these one-quarter-ahead forecasts.

The first set of tests is based on analysts’ one-quarter-ahead earn-
ings forecasts in the chemical industry. Panel A of table 1 shows tests
of the unbiasedness and efficiency of those forecasts. Row 1 of this
panel shows that if OLS is used to estimate equation (2), the value
of the test statistic for the null hypothesis of unbiasedness is 40.31.
Since this statistic should be distributed asymptotically as a X3 ran-
dom variable if the null hypothesis is true, that hypothesis is rejected
overwhelmingly. This rejection should not be surprising. We argued
in Section III that OLS standard errors will understate the true
amount of parameter uncertainty because OLS ignores the depen-
dence of analysts’ forecast errors within a given time period.

Row 2 of panel A shows what happens to the test statistic for unbi-
asedness when our new GMM estimator is used. Since the model is
exactly identified, the parameter estimates are exactly the same as
for OLS, but the standard errors are much larger. This increase in
the standard errors causes the test statistic for the null hypothesis
of unbiasedness to drop from 40.31 to only 6.51. However, the null
hypothesis of unbiasedness can still be rejected at the 5 percent level.

At this point, we might appear to have fairly strong evidence that
analysts’ earnings forecasts for the chemical industry are biased. But
this is not so. Figure 2 shows that a few outlying observations are
responsible for the rejection of unbiasedness.

In panel «a of figure 2, the analyst’s forecast is on the X-axis and
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the actual earnings announcement is on the Y-axis. As before, both
the forecast and the announcement are normalized. The crosses rep-
resent one analyst’s forecast and the subsequent earnings announce-
ment for one firm in one quarter, that is, the observations we use
in our regressions. The dashed line is the 45-degree line. Its slope
in the panel is different from 45 degrees because of the different
scales of the X- and Y-axes. The solid line is the fitted regression
line from the test of unbiasedness.

The slope of the fitted regression line is clearly greater than that
of the 45-degree line, as the earlier regression coefficients showed.
But figure 2 shows that this steep slope is caused by a few outlying
observations. These observations have very large negative values for
actual earnings. For example, the two observations with the lowest
values of actual earnings represent quarterly losses per share that
are more than one-fourth of the stock price at the end of the previ-
ous quarter.

Several of the observations plotted in panel « of figure 2 are cases
in which the firm had a large above-the-line asset write-down or
other special accrual. However, there are good theoretical reasons
for deleting such observations. Philbrick and Ricks (1991, p. 401)
note that “I/B/E/S refers to extraordinary items as ‘write downs
which are at the discretion of management,” while according to gen-
erally accepted accounting principles, not all discretionary write-
downs qualify as extraordinary items. Therefore, the earnings com-
ponents included in an I/B/E/S forecast may not be the same as
in the corresponding Compustat actuals.”’” Thus the standard mea-
sure of actual earnings that we use—EPS, before discontinued oper-
ations and extraordinary items—will not accurately reflect what ana-
lysts are trying to predict if a large above-the-line asset write-down
or other special charges occur in a given quarter."

We solve this problem in panel 4 of figure 2 by eliminating the
observations for which the discretionary special charge® per share

" They also note that Value Line generally excludes special above-the-line items
that Compustat includes in pretax EPS before extraordinary items and discontinued
operations.

" Philbrick and Ricks (1991) discuss this issue in detail. However, they attempt
to adjust for the tax effects of these discretionary accruals so that they can still in-
clude these observations in their analysis. We do not think that a researcher could
come up with an unbiased estimate of the after-tax earnings that analysts are trying
to predict if such a discretionary accrual occurs. If biased estimates of after-tax earn-
ings were used, the resulting regression coefficients and test statistics would be in-
consistent. Thus we believe that omitting these observations is the only way to pre-
vent invalid statistical inference.

"% Although generally accepted accounting principles specify a uniform terminol-
ogy and set of qualifications for extraordinary items and discontinued operations,
there are no such restrictions for discretionary asset write-offs and other before-
tax special charges. Compustat lumps these items under the description ‘‘special
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(normalized by the beginning-of-quarter share price) was larger
than four standard deviations from the average, price-normalized
analyst forecast error for the industry for all periods."® When these
observations are eliminated, the slope of the fitted regression line
becomes almost exactly the same as the 45-degree line.

In each of the cases omitted in panel b of figure 2, the firm had
a large discretionary special charge. American Cyanamid reported
a special charge of $291.9 million in the third quarter of 1990. Dow
Chemical reported a special charge of $592 million during the
fourth quarter of 1985. Olin reported a charge of $303 million to
nonoperating income in the third quarter of 1985 and a special
charge of $80 million in the first quarter of 1991. Details on these
charges from the relevant annual reports are included in Appendix
B. Including observations with these charges would result in incor-
rect statistical inference since I/B/E/S specifies that such charges
are not to be included in the analysts’ earnings forecasts. We
dropped each of the forecasts made by analysts for Olin and Mon-
santo in these cases."

Panel B of table 1 shows the regression results that correspond to
observations shown in panel b of figure 2 when we eliminate the
effects of the previously mentioned large discretionary special
charges. Row 1 of this panel shows the results of estimating equation
(2) using OLS. Note that the test statistic for unbiasedness is still so
large (35.15) that the null hypothesis of unbiasedness is rejected.
This rejection is suspect, however, since it assumes that all the obser-
vations are independent.

Row 2 of panel B shows the results of estimating equation (2) on
the smaller sample using the GMM estimator. Here the test statistic
for the null hypothesis of unbiasedness is small enough (3.67) that
the hypothesis is not rejected.

By comparing the first two rows of both panels, we can see the
importance of correctly selecting our data sample and correctly se-
lecting our estimator for correct statistical inference about the unbi-
asedness of analysts’ one-quarter-ahead forecasts in the chemical
industry. If we either included observations containing large discre-
tionary special charges or used OLS, we would incorrectly decide

)

charges.”” However, in annual reports they could also be called nonrecurring
charges, restructuring charges, or asset write-offs, or whatever the firm wants to call
them. We shall refer to them as discretionary special charges in this paper.

16 We validated the special charges using variable 32 on both the quarterly Com-
pustat tapes and annual reports. We chose a cutoff based on the standard deviation
of average industry forecast error because the standard deviation should measure
how big the earnings surprise was that was caused by the special charge.

17 This restriction reduces the number of observations in our unbiasedness tests
from 588 to 572.
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that the analysts’ forecasts were biased. Only when we use both a
correct sample and an estimator that accounts for correlation
among analysts’ forecast errors do we fail to reject the hypothesis of
unbiasedness.

Panel B of table 1 also shows that the hypothesis of forecast effi-
ciency is not rejected as long as the GMM estimator is used. Rows
3-7 show efficiency tests. In each of these tests, a single variable in
the forecasters’ time ¢ information set was included as the extra re-
gressor in equation (2). The tests were conducted separately, rather
than jointly, because a given observation could not be included in
the sample if any single variable were missing. Hence, an unaccept-
ably small number of observations would have been included in the
joint test.

Row 3 shows the effect of adding to equation (2) the analyst’s own
previous one-step-ahead forecast. The X? test statistic shows that that
variable has no additional explanatory power in predicting actual
earnings beyond that of the current one-step-ahead forecast.

Rows 4 and 5 show the effect of adding to equation (2) the earn-
ings announcement that was released shortly before the analyst’s
forecast was made. Row 4 shows that if the previous earnings an-
nouncement is included and OLS is used, the hypothesis of effi-
ciency is rejected. Row 5 shows that if the same equation is estimated
using the GMM estimator, the hypothesis of efficiency is not re-
jected.

Row 6 shows that analysts learn from their own past forecast errors.
An analyst’s immediate past one-step-ahead forecast error does not
significantly help to predict firm earnings, conditioned on the ana-
lyst’s current one-quarter-ahead forecast. Row 7 shows that the aver-
age immediate past one-step-ahead forecast error of all analysts cov-
ering the firm also makes no significant incremental contribution
in predicting earnings.

All these tests show that we fail to reject either unbiasedness or
efficiency of analysts’ one-quarter-ahead forecasts in the chemical
industry if we use the GMM estimator and we eliminate observations
with large discretionary above-the-line write-downs and accruals.

The remaining tables and figures in the paper show the results of
similar investigations for the other industries in our sample. For each
of the next four industries, in the top panel of the tables and figures,
we present the results of using all the observations in the sample.
In the bottom panel of the tables and figures, we present the results
of eliminating all analyst forecasts that contained large discretionary
special charges, using the four-standard-deviation criterion dis-
cussed above. Appendix B contains the details of the large special
charges, as discussed in the firms’ annual reports. Note that these
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additional tests for analyst forecast rationality in different industries
are not additional independent observations because aggregate eco-
nomic shocks can cause correlation in analysts’ forecast errors across
industries. At best, the analysis of these different industries can give
us some indication of whether the results we found for the chemical
industry were representative of all industries.

Tables 2-5 and figures 3—6 tell a consistent story. As long as we
use the GMM estimator and exclude observations with large discre-
tionary above-the-line write-downs or accruals, no evidence disputes
the hypothesis that analysts’ earnings forecasts are rational. Using
the GMM estimator, we reject neither unbiasedness nor efficiency.
All these estimates provide additional support for concluding that
analysts’ forecasts are rational.

The only industry in which analysts’ forecasts do not appear to be
rational is the airline industry. Table 6 shows that no matter which
estimator or sample is used, both the unbiasedness and the effi-
ciency of analysts’ forecasts are rejected. In addition, there is no dif-
ference between panels A and B of table 6 because none of the air-
lines included had a large discretionary special charge during the
sample period. But this result should not be too surprising. In 1990
and 1991 the airline industry suffered historically unprecedented
losses. Figure 7 shows exactly how bad the losses were in that indus-
try. In fact, airlines lost more money in those two years than they
made in the previous 60 years. For any analyst to have accurately
assessed the combined effects of the Gulf War and the recession on
the airline industry in those years would have been almost impossi-
ble. Claiming that analysts’ forecasts were not rational simply be-
cause they could not accurately predict the magnitude of the earn-
ings catastrophe that hit the airline industry seems far-fetched. The
airline results are an excellent illustration of how large aggregate
shocks can cause inconsistent estimates for a small 7.

One potential criticism of our study is that we arbitrarily chose a
four-standard-deviation cutoff to eliminate observations with large
special charges. At the suggestion of the referee, we reestimated
each of the regressions using both a 3.5- and a 4.5-standard-deviation
cutoff. The results were very similar. When we used the 3.5-standard-
deviation cutoff, none of the tests for tables 1-5 using the truncated
sample rejected forecast rationality. When we used the 4.5-standard-
deviation cutoff, rationality was rejected only for a single test (eq. 7
in table 3). We believe that a 4.5-standard-deviation cutoff is quite
extreme. Since the sensitivity tests change our results in only one
extreme case in which the sample contains observations that we be-
lieve should be excluded, those tests reinforce our conclusions that
the analysts’ forecasts are rational.
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Another potential criticism of our study is that our time series are
short and that therefore our estimates are unreliable. Although we
wish we had longer time series, the time series we have are much
longer than are commonly used in panel data applications in the
profession. They are certainly longer than those for other tests of
analyst forecast rationality. And it is difficult for us to believe that
analysts’ forecasts are actually biased, but that we failed to reject fore-
cast rationality for every single case in tables 1-5.

VI. Conclusion

The evidence in this paper strongly supports the view that profes-
sional stock market analysts make rational forecasts of earnings per
share for the companies they follow. This result supports the view
that current financial disclosures, in addition to other financial in-
formation gathered by analysts, provide intelligent users of financial
statements with enough information to predict the current condi-
tion of firms with reasonable accuracy. It also suggests, contrary to
popular opinion, that analysts do not systematically shade their fore-
casts; rather, their forecasts are unbiased. Our results also indicate
that one will tend to falsely conclude that earnings forecasts are
upward-biased if one fails to account for discretionary special
charges. The seeming bias that occurs is simply a function of the
conservative bias of accounting: that management can take large dis-
cretionary write-downs of assets, but assets cannot be written up.

We have also demonstrated the importance of careful data selec-
tion and statistical inference to our analysis. Future researchers
should carefully consider how analyst forecast errors are correlated
across analysts and firms. They should also consider whether discre-
tionary write-downs and accruals will cause reported EPS to inaccu-
rately measure what analysts were trying to predict.

Appendix A

Econometric Methods

We now propose a feasible generalized method-of-moments (GMM) esti-
mator for equation (2) in the text. First, we must specify the structure of
Q, the covariance matrix of all the errors from the regression equation.
Second, we must specify how to consistently estimate €2 to arrive at a feasible
GMM estimator.

As we discussed in the text, we assume that the covariance structure for
the forecast errors, equations (3)—(6), is
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Suppose that we order our forecast observations as follows,

\EPS} ., (TTLEPS} ., (EPS} ., (CTLEPS) ., (EPS} ., (CTLEPS) 1.,

and order the observations for EPS and X, , accordingly. Then €2 will have
the following structure:
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We can consistently estimate the elements of A, B, C, and D as follows.
First, estimate equation (2) using OLS, which will give consistent esti-
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mates of parameters EGMM.]S Use these estimates to construct an estimated
residual vector. Then construct the elements of A, B, C, and D:
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Given the assumption we have made about the structure of the errors in
equation (2), we can then construct a consistent estimate of the covariance
matrix of bgyv, namely,

V(EGMM) = [X’X(X'QX)_IX'X]_I.

If some observations are missing, the estimates of A, B, C, and D can
be constructed using all nonmissing observations on the residuals. Missing
observations create no additional problems for inference.

Appendix B

Disclosures on Observations with
Above-the-Line Special Items Eliminated
in the Truncated Sample

Table Bl shows the industries we use.

SIC 2800
American Cyanamid 90:3 (1990 Annual Report)

“During 1990, the company provided, on a pre-tax basis, $291.9 [million]
primarily for special costs associated with plans to curtail and consolidate
certain product lines; to reduce the carrying value of certain assets to esti-
mated realizable amounts, including investments in subsidiaries and affili-
ates; and for increased environmental remediation costs.”’

¥ The terms bms and b(,“M are identical in this case because they use the same
orthogonality conditions. This new estimator correctly specifies V(bgym)-
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TABLE B1

INDUSTRIES EXAMINED IN THIS STUDY

Number of Number of
SIC Code Industry Firms Analysts
2800 Chemicals 5 49
3330 Smelters and refiners—nonferrous 3 34
3334 Smelters and refiners—aluminum 3 28
3711 Motor vehicles and car bodies 3 35
4011 Railroads, line-haul operating 3 29
4512 Air transportation, certified 4 37

Dow Chemical 85:4 (1985 Annual Report)

“The fourth quarter of 1985 included a special pretax charge of $471 [mil-
lion] for asset-related writeoffs and writedowns and $121 [million] for per-
sonnel related costs.”

Olin 85:3 (1985 Annual Report)

“The total provision made to cover all costs of the restructuring was $330
million pre-tax, or $230 million after-tax. The reserve provides for perma-
nently decommissioning certain chemical facilities, writing down facilities
and assets impaired by changed worldwide economic conditions.”

Olin 91:1 (1991 Annual Report)

“The 1991 first-quarter loss includes a[n] $80 million special charge to
cover losses on disposition and writedown of certain business assets and
costs of personnel reductions.”

SIC 3330
ASARCO 84:4 (1984 Annual Report)

“The 1984 results included an unusual pre-tax charge of $254 million re-
flecting the closing or shutdown of certain facilities and the writedown in
value of properties no longer considered economic in view of reduced price
expectations.”’

Phelps Dodge 84:4 (1984 Annual Report)

“In view of the exceedingly difficult conditions currently prevailing in the
copper market, the company . . . is implementing a program to further
restructure certain of its operations. As part of this program, the company
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recorded a $195 million non-recurring pre-tax charge in the fourth quarter
of 1984, $110 million of which was charged against continuing operations.”’

SIC 3334
Alcan Aluminum 85:4 (1985 Annual Report)

“‘Approximately one half of the charge of $416 [million] reflects the esti-
mated long-term impairment in economic value of the company’s bauxite
and alumina operations arising from a large excess of production capacity
in the world compared with existing and anticipated demand. The remain-
der of the special charges and rationalization expenses relates to a program
to reduce levels of management and the total number of employees, to
costs associated with the sale and restructuring of a number of small busi-
nesses, to the reduction in value of certain overseas investments, and to the
write-down of certain raw materials.”

Reynolds Metals 85:3 (1985 Annual Report)

“Our company reported . . . a revised after-tax charge of $322 million for
the writedown and other costs associated with various uneconomic assets.”

SIC 3711
Chrysler 89:3 (1989 Annual Report)

“In September 1989, Chrysler sold 75 million shares of its equity investment
in Mitsubishi Motors Corporation (MMC) for approximately $598 [mil-
lion]. . . . The sale resulted in a gain before taxes of $503 million.”

Chrysler 89:4 (1989 Annual Report)

‘“The results of operations for the year ended December 31, 1989 include
a provision of $931 million for costs associated with a restructuring of
Chrysler’s automotive operations. The restructuring charge includes: the
estimated costs of the discontinuation and curtailment of certain manufac-
turing operations and the elimination of certain product lines; the write-
down of certain long-term assets; and the recognition of pension costs, un-
employment benefits and other related costs for separated employees.”

Chrysler 91:1 (1991 Annual Report)

““The results of operations for the year ended December 31, 1991 included
a non-cash, nonrecurring credit provision of $391 million which is the re-
sult of a reduction in the planned capacity adjustments related to facilities
acquired by the company in connection with its purchase of AMC in 1987.”
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General Motors 90:3 (1990 Annual Report)

“In 1990, a special restructuring charge of $3,314.0 million was included
in the results of operations to provide for the closing of four previously
idled U.S. assembly plants, as well as provide for other North American
manufacturing and warehouse operations which will be consolidated or
cease operating over the next three years.”

General Motors Annual Report 1991

“In 1991, a special restructuring charge of $2,820.8 million was included
in the results of operations to provide for the idling of six North American
assembly, four powertrain, and 11 component plants.”

SIC 4011
Burlington Northern 86:2 (1986 Annual Report)

“Our [1986] restructuring program was designed to adjust to the funda-
mental changes in our environment and to position the corporation to in-
crease the utilization of its transportation, energy and real estate assets. We
expect these actions to have a very positive effect on rates of return, cash
flow and earnings in the years ahead.

“The principal items covered by the special charge of $1.7 billion before-
tax include:

“A $600 million reserve to cover corporate-wide workforce reductions
and costs associated with early retirements, severances, relocations, and
elimination and consolidation of excess facilities.

“A $577 million writedown of some developed and non-producing oil
and gas properties, reflecting their diminished value as a result of the rapid
and unprecedented drop in energy prices. These properties represent a
relatively small portion of our holdings and will not have a significant effect
on our extensive hydrocarbon reserves.

“A $305 million writedown of Champlin’s Corpus Christi refinery and
its related marketing and distribution system in anticipation of completing
our joint-venture agreement with Peteroleos de Venezuela, S. A. We are
optimistic that the venture, which represents a good business opportunity
for both parties, will be finalized in the near future. This transaction will
free up cash and position the business to be a more consistent income and
cash contributor.

“A $261 million writedown to cover excess rail equipment, probable fu-
ture losses in a petrochemical venture and certain other items.”

Burlington Northern 91:2 (1991 Annual Report)

“Included in 1991 results is a pre-tax special charge of $708 million related
to railroad restructuring costs and increases in liabilities for casualty claims
and environmental clean-up costs. The special charge is comprised of the
following components:
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“Restructuring—This program provides for workforce reduction of em-
ployees. The restructuring program and related charge has two compo-
nents:

“‘$40 million to provide for employee related costs for a separation pro-
gram.

“$185 million to provide for employee related costs for the elimination
of surplus crew positions.

“Other—$350 million to increase casualty reserves based on an actuarial
valuation and escalations in both the cost and number of projected hearing
loss claims.

“$133 million to increase environmental reserves based on recently com-
pleted studies and analysis of potential environmental clean-up and restora-
tion costs.”

Union Pacific 86:2 (1986 Annual Report)

“In June 1986, the corporation announced a major restructuring program,
which included a special charge against second quarter results. The special
charge, which amounted to $1.7 billion, recognized the diminished value
of certain assets and covered costs associated with reductions in employee
levels throughout the corporation.”

SIC 4512
USAir 90:4 (1990 Annual Report)

“Results for 1990 include special charges aggregating approximately $138
[million].”

USAir 91:4 (1991 Annual Report)

“Operating expenses for 1991 included a one-time gain of $107 million
related to freezing of the fully funded non-contract employee pension
plan.”
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