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#### Abstract

The Allais Paradox, or the common consequence effect, is a well-known behavioral regularity in individual decision-making under risk. Data from 81 experiments reported in 29 studies reveal that the Allais Paradox is a fragile empirical finding. The Allais Paradox is likely to be observed in experiments with high hypothetical payoffs, the medium outcome being close to the highest outcome and when lotteries are presented as a probability distribution (not in a compound form). The Allais Paradox is likely to be reversed in experiments when the probability mass is equally split between the lowest and highest outcomes in risky lotteries. (JEL D44, D81)


Initially proposed by Bernoulli (1738), expected utility theory (EUT) gained momentum in economics after von Neumann and Morgenstern (1947) provided its behavioral characterization. In fact, EUT became one of the cornerstones of the economic modeling edifice. Accordingly, EUT was subjected to thorough empirical scrutiny in numerous studies. Prominent among these were thought experiments proposed by Allais $(1953,527)$ and Ellsberg $(1961)$ that challenged the descriptive validity of EUT. A considerable amount of work went, and continues to go, into the formulation of non-EUTs (Starmer 2000). In the present paper, we explore the vast, and sometimes contradicting, experimental literature on the Allais Paradox (AP). We argue that the AP is a fragile empirical finding. Specific choices of experimental design and implementation characteristics, and their parameterization, affect the likelihood of observing the AP (or the reverse thereof).

It is well known, and widely acknowledged (e.g., Hertwig and Ortmann 2001), that the way one conducts an experiment is "unbelievably important" (Camerer

[^0]2003, 34). Any test of a theory, such as EUT, is always a joint test of the theory and of the design and implementation choices the experimenter makes (Smith 2002, 98). It is well established that such choices can make a difference between the acceptance and rejection of a theory (e.g., Cherry et al. 2002 or, of particular relevance here, Huck and Müller 2012). Hence, any single study is worth only so much, and ultimately, it takes a body of evidence to establish the robustness of laboratory results and the reality of an alleged effect conditional on the various design and implementation choices made. The problem of how exactly a body of evidence is produced and evaluated has gained considerable attention and is at the heart of important methodological controversies and debates in both economics (e.g., Grether and Plott 1979; Harrison 1989, 1992; Plott and Zeiler 2005, 2011; Cason and Plott 2014) and psychology (e.g., Kahneman and Tversky 1996; Gigerenzer 1991, 1996).

One path increasingly taken by economists is metastudies. Metastudies sample the available evidence in a systematic, well-documented, and replicable manner. They allow us to quantify the impact of key design and implementation choices, which in turn allows the appropriate powering up of experimental studies, and to predict under what conditions behavioral regularities are likely to show up in the data. We provide a metastudy of experimental literature on the classic AP (also known as the common consequence effect). Strictly speaking, our methodology differs from a traditional meta-analysis (which uses statistics reported in previously published studies): this paper reanalyzes experimental data collected in previous studies.

The paper is organized as follows. In Section I, we describe the classic AP. Section II reviews the existing literature on the AP from a historical perspective and identifies six design and implementation details that might affect the AP. In Section III, we summarize our research methodology and present our results. Section IV concludes with a general discussion.

## I. The Allais Paradox

Allais $(1953,527)$ designed a thought experiment to challenge the descriptive validity of EUT. This experiment was the starting point of what became known as the AP, or the common consequence effect. Allais (1953, 529-530) also designed a second thought experiment - in contemporary terminology, known as the common ratio effect-that is sometimes also referred to as the AP (e.g., van de Kuilen and Wakker 2006). In this paper, we discuss only the first Allais example (the common consequence effect for which at least one of the choice options is riskless).

The first Allais (1953) example consisted of two related decision problems, which we call Allais questions. In the first question, a decision-maker chooses between two options A and B:

- Option A: $\mp 100$ million for certain
- Option B: $\mp 500$ million with probability 0.1 , $\mp 100$ million with probability 0.89 , nothing with probability 0.01

In the second question, a decision-maker chooses between another two options C and D:

- Option C: $\ddagger 100$ million with probability 0.11 , nothing with probability 0.89
- Option D: $\ddagger 500$ million with probability 0.1 , nothing with probability 0.9

The AP is illustrated in the probability triangle (Machina 1982) in Figure 1. Choice option A is located at the origin $(0,0)$, choice option B is located at the interior of the triangle at point $(0.01,0.1)$, and so forth. Choice options in Allais questions are constructed so that $A B$ is parallel to $C D$ and the length of $A B$ equals the length of CD. The left panel of Figure 1 shows a typical family of indifference curves for an expected utility maximizer-positively sloped parallel straight lines. Since $A B$ is parallel to $C D$, option $A$ is located on a higher indifference curve than option B (as shown in the left panel of Figure 1) if and only if option C is located on a higher indifference curve than option D . Thus, an expected utility maximizer weakly prefers A over B if and only if she weakly prefers C over D (e.g., footnote 4 in Huck and Müller 2012, 264).

A decision-maker choosing A over B and D over C violates EUT (except for a special case when this decision-maker happens to be exactly indifferent between A and B, which also implies indifference between C and D ). This choice pattern is known, intuitively enough, as horizontal fanning out. For A to be preferred over B , the indifference curves must be relatively steep at the origin of the probability triangle (as shown in the right panel of Figure 1). For $D$ to be preferred over C , the indifference curves must be relatively flat at the lower-right corner of the probability triangle (as shown in the right panel of Figure 1). Thus, when A is chosen over B and D is chosen over C, the map of indifference curves "fans out" along the horizontal axis of the probability triangle (cf. the right panel of Figure 1). Similarly, when B is chosen over A and C is chosen over D, the map of indifference curves "fans in" along the horizontal axis of the probability triangle and likewise violates EUT.

Typically, the majority of decision-makers display the horizontal-fanning-out choice pattern, and only a minority display the horizontal-fanning-in choice pattern. It is these two behavioral regularities (the violations and the asymmetry in fanning-out and fanning-in patterns) that together became widely known as the AP. In this paper, we argue that the AP is a fragile behavioral regularity and that specific choices of experimental design and implementation characteristics can systematically affect the likelihood of observing the AP (or the reverse thereof).

## II. The Existing Literature

Allais (1953) originally designed his examples as a thought experiment. The advantages of thought experiments in research on individual choice are clear-the argument is more persuasive when a reader, who is as good as anybody else in the role of an individual decision-maker, finds herself with the incriminated choice pattern. This strategy has also been used to good effect by the proponents of the heuristics and biases program (e.g., Kahneman 2003; Tversky and Kahneman 1974).


Figure 1. Illustration of the Allais Paradox in the Probability Triangle

Early experimental studies of the AP (e.g., Slovic and Tversky 1974) simply replicated the design of the Allais (1953) thought experiment (with the only substantial change apparently being a currency conversion of $\mp 100$ million into $\$ 1$ million and $\mp 500$ million into $\$ 5$ million). Kahneman and Tversky $(1979,265)$ justified such nonincentivized experimental design as follows: "The use of the method relies on the assumption that people often know how they would behave in actual situations of choice, and on the further assumption that the subjects have no special reason to disguise their true preferences." Whether this claim is correct is ultimately an empirical question. Laury and Holt (2008), for example, have demonstrated that the reflection effect documented in Kahnemann and Tversky (1979) fails to be the modal choice when this specific choice is properly incentivized.

In a recent comprehensive study using a representative sample of the Dutch population as well as a sample drawn from a standard subject pool (a convenience sample of students), Huck and Müller (2012, 276, Figure 1) find that their participants exhibit the AP for large hypothetical outcomes but show significantly lower rates of EUT violations-about one-half for the representative sample and less than a third for the student sample-for low (real or hypothetical) outcomes for both their subject pools. Similar evidence was found in earlier between-subject experiments. The AP is found, for example, in the basic version of Allais questions with large hypothetical outcomes in Conlisk (1989, 395, Table 1). Yet, Conlisk (1989, 406-407, Appendix IV) finds almost no expected utility violations in a "pilot experiment" with small real outcomes. Camerer (1989, 92, Table 7) finds that fanning-out choice patterns significantly outnumber fanning-in choice patterns when choice options have large hypothetical outcomes but not when choice options have small outcomes.

As documented, the first experimental studies of the AP with small real incentives appeared only at the end of 1980s. By that time, a consensus in the literature (coming from experiments with large hypothetical outcomes) had been established that the AP was a robust behavioral regularity and that in particular among those that
violated EUT, the majority revealed a fanning-out choice pattern. This motivated the development of many non-EUTs.

The results of experimental studies with small real payoffs that followed in the 1990s suggested that the AP was less widespread than the experiments with large hypothetical outcomes seem to suggest (e.g., Harrison 1994, 226-231, Section 1; Burke et al. 1996; Groes et al. 1999). In fact, several studies (e.g., Starmer 1992; Humphrey and Verschoor 2004b; Blavatskyy 2013) even document a reversed AP where horizontal-fanning-in choice patterns significantly outnumber horizontal-fanning-out choice patterns. It has remained, until now, an open question of how these findings could be reconciled. This seems an undesirable state of affairs.

The existing literature tends to focus on the question of whether the asymmetry between horizontal-fanning-out and horizontal-fanning-in choice patterns is statistically significant. This presupposes that the frequency of EUT violations is of secondary importance. We address both of these issues in this paper. There is tantalizing evidence from individual studies that suggests that the frequency of EUT violations might be remarkably fragile. For example, Huck and Müller (2012)—in their very comprehensive study-find the AP in all treatments, in that horizontal-fanning-out choice patterns statistically significantly outnumber horizontal-fanning-in choice patterns. Yet, in their laboratory experiment with low hypothetical (real) payoffs, only 4 (6) out of 79 (74) subjects, i.e., only 5 percent ( 8 percent), reveal either a horizontal-fanning-out or horizontal-fanning-in choice pattern. This seems hardly a threat to the validity of EUT; every theory that explains the behavior of nine out of ten subjects is, in our book, remarkably successful. Yet, such a study might be cited as evidence of the AP contributing to the general perception that the paradox is a robust behavioral regularity.

Apart from payoff size and hypothetical versus real incentives, other design and implementation details are worth looking at. Several studies (e.g., Tversky and Kahneman 1981, problems 5-7; Conlisk 1989; Bierman 1989; Carlin 1992) found that the AP is largely reduced when choice options in Allais questions are represented as compound lotteries rather than simple probability distributions. A similar effect was found when choice options are described in a frequency format (e.g., Carlin 1990). Arguably, frequency and compound lottery representations reduce cognitive load, making both Allais questions an easier decision problem. This might decrease noise and imprecision in the revealed choice patterns and ultimately reduce the number of EUT violations. Huck and Müller (2012) have demonstrated that the choice of the subject pool also matters: participants drawn from a representative sample of the population violate EUT more frequently than student subjects.

Besides, there are two "technical" design details that merit a closer look. Several studies reporting strong evidence of the AP designed Allais questions with the medium outcome being very close to the highest outcome (e.g., 2,400 and 2,500 Israeli pounds in Kahneman and Tversky 1979, 90 and 100 New Taiwanese dollars in treatments HR2 and CR2 in Fan 2002). Such design increases cognitive load, making both Allais questions a harder decision problem, which leads to a higher rate of EUT violations. Blavatskyy (2010, 232-235, experiment 2) found that the
common ratio effect not only disappears but is reversed when the medium outcome is moved away from the highest outcome. This finding suggests that a similar result might exist for the common consequence effect.

The second noteworthy "technical" feature of the AP is an apparent similarity (or inconsequentiality) of probabilities in the second Allais question. In both questions, the riskier alternative can be obtained from the safer alternative by moving a probability mass of 0.11 away from the middle outcome ( $\mp 100$ million) to the extreme outcomes. Allais divided this probability mass in uneven proportions between two extreme outcomes: nearly all probability mass ( 0.1 ) is allocated to the highest outcome, and a probability mass of only 0.01 to the lowest outcome (0). This creates a similarity (or inconsequentiality) of probabilities in the second Allais question. ${ }^{1}$ Following a considerable literature on similarity considerations in these kinds of problems (e.g., Leland 1994; Rubinstein 1998; see also the debate about the priority heuristic, Brandstätter, Gigerenzer, and Hertwig 2008), one can argue that probability 0.11 is similar in relative terms to (or approximately the same as) probability 0.1 . This similarity (or inconsequentiality) can catalyze the AP. Indeed, experimental studies with an even division of the probability mass (i.e., when lines AB and CD have a slope of one in the probability triangle) such as Starmer (1992); Humphrey and Verschoor (2004b); and Blavatskyy (2013) all find the reversed AP where fanning-in choice patterns outnumber fanning-out choice patterns. It was not clear how to reconcile these findings when we started our study.

To summarize, the existing literature suggests that six design and implementation details might drive results of experimental studies on the AP: (i) size of payoffs, (ii) whether incentives are hypothetical or real, (iii) presentation of choice options, (iv) subject pool, (v) ratio of the middle to the highest outcome, and (vi) slope of lines $A B$ and $C D$ in the probability triangle.

## III. Methodology and Results

## A. Data

A search in the Scopus database with the search line ((REF("Allais M" 1953)) OR TITLE-ABS-KEY ("Allais" OR "Common consequence")) AND TITLE-ABS-KEY ("experiment*") AND DOCTYPE ("ar") AND SUBJAREA ("ECON" OR "MULT") returned a list of 165 articles in October 2017. The vast majority of these articles are theoretical papers collecting no empirical data from human subjects. Only 22 of these articles collect new experimental data on the classic AP where a safer lottery in the first question yields the middle (positive) outcome with certainty. Several articles identified in the Scopus search collected new experimental data on the common ratio effect but referred to it as the AP, e.g., van Kuilen and Wakker (2006); Herrmann et al. (2017).

[^1]Going through the references cited in the 22 relevant articles, we identified another 11 articles that collected new experimental data on the classic AP but did not show up in the Scopus search. Not all relevant articles reported raw experimental data in their printed version. We collected missing information from various sources such as electronic supplementary materials, personal websites of the authors, and email exchanges with the authors. ${ }^{2}$ This brings our sample to 29 relevant articles from which we were able to obtain experimental data on the classic AP in the format that we needed. These 29 articles are detailed in the notes to Table 1 .

Our sample of 29 articles contains 81 experiments with different versions of the classic AP. We did not consider experiments with nonstandard modifications of the AP reported in the 29 sample articles, such as the displaced version in Conlisk (1989), where lotteries are located inside the probability triangle, or experiment 2 in Birnbaum, Schmidt, and Schneider (2017), where the lowest outcome is not zero. In summary, our dataset consists of 8,947 observations of the classic AP collected in 81 experiments and reported in 29 peer-reviewed published articles.

Our dataset of 81 experiments is presented in Table 1. Column "EUT-consistent choices, \%" shows the percentage of subjects in each experiment who revealed a choice pattern consistent with EUT maximization. Column "Fanning-out-consistent choices, \%" ("Fanning-in-consistent choices, \%") in Table 1 shows the percentage of subjects revealing a horizontal-fanning-out (fanning-in) choice pattern. ${ }^{3}$

Conlisk (1989) proposed a test statistic, the so-called Conlisk $z$-statistic, which takes values close to null under the null hypothesis of no EUT violation. Large positive values of the statistic indicate the AP (when fanning-out choice patterns outnumber fanning-in choice patterns). Large negative values of the statistic indicate the reversed AP (when fanning-in choice patterns outnumber fanning-out choice patterns). Experiments in Table 1 are listed in the decreasing order of the Conlisk $z$-statistic; i.e., experiments at the top of Table 1 document high rates of fanning-out choice patterns, experiments in the middle (highlighted in the shadowed area) show no systematic EUT violations, and experiments at the bottom document high rates of fanning-in choice pattern.

Besides, Table 1 reports the experimental design variables that might influence the results of the experimental study, as discussed in the previous section. Namely, column "Prob. of highest outcome" ("Prob. of lowest outcome") shows the probability of the highest (lowest) outcome $P H(P L)$ in lottery B in the first

[^2]Table 1—Experimental Data Analyzed in This Paper

| \# | Obs. | EUT- <br> consistent choices, \% | Fanning-outconsistent choices, \% | Fanning-inconsistent choices, \% | Prob. of highest outcome | Prob. of lowest outcome | Highest outcome in 2010 USD | Middle/ highest outcome | Real (1) or hypothetical (0) incentives | Lottery presentation (1) or not (0) | Students (1) or not (0) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 186 | 41.4 | 55.4 | 3.2 | 0.1 | 0.01 | \$7.5m | 0.2 | 0 | 1 | 1 |
| 2 | 75 | 41.3 | 58.7 | 0.0 | 0.33 | 0.01 | \$751 | 1.0 | 0 | 1 | 1 |
| 3 | 102 | 32.4 | 62.7 | 4.9 | 0.1 | 0.01 | \$5.3m | 0.2 | 0 | 1 | 1 |
| 4 | 236 | 49.6 | 43.6 | 6.8 | 0.1 | 0.01 | \$8.8m | 0.2 | 0 | 1 | 1 |
| 5 | 200 | 52.5 | 42.0 | 5.5 | 0.1 | 0.01 | \$2.2m | 0.5 | 0 | 1 | 1 |
| 6 | 89 | 48.3 | 47.2 | 4.5 | 0.1 | 0.01 | \$7.8m | 0.2 | 0 | 1 | 1 |
| 7 | 51 | 45.1 | 51.0 | 3.9 | 0.1 | 0.01 | \$7.4m | 0.2 | 0 | 1 | 1 |
| 8 | 65 | 55.4 | 41.5 | 3.1 | 0.1 | 0.01 | \$8.3m | 0.2 | 0 | 1 | 1 |
| 9 | 160 | 55.6 | 35.6 | 8.8 | 0.2 | 0.05 | \$26 | 0.7 | 1 | 1 | 1 |
| 10 | 206 | 57.3 | 33.0 | 9.7 | 0.33 | 0.01 | \$3.7k | 1.0 | 0 | 1 | 1 |
| 11 | 401 | 50.6 | 33.9 | 15.5 | 0.1 | 0.01 | \$5.7m | 0.2 | 0 | 1 | 0 |
| 12 | 524 | 74.4 | 18.5 | 7.1 | 0.1 | 0.01 | \$28 | 0.2 | 1 | 1 | 0 |
| 13 | 95 | 46.3 | 44.2 | 9.5 | 0.1 | 0.01 | \$7.5m | 0.2 | 0 | 0 | 1 |
| 14 | 30 | 40.0 | 56.7 | 3.3 | 0.1 | 0.1 | \$43.9k | 0.4 | 0 | 1 | 1 |
| 15 | 61 | 32.8 | 55.7 | 11.5 | 0.1 | 0.01 | \$5.3m | 0.2 | 0 | 1 | 1 |
| 16 | 54 | 25.9 | 61.1 | 13.0 | 0.1 | 0.01 | \$5.3m | 0.2 | 0 | 1 | 1 |
| 17 | 108 | 54.6 | 37.0 | 8.3 | 0.1 | 0.01 | \$7.8m | 0.2 | 0 | 1 | 1 |
| 18 | 501 | 78.8 | 15.4 | 5.8 | 0.1 | 0.01 | \$28 | 0.2 | 0 | 1 | 0 |
| 19 | 108 | 49.1 | 38.9 | 12.0 | 0.33 | 0.01 | \$2.3k | 0.96 | 0 | 1 | 0 |
| 20 | 202 | 62.4 | 27.2 | 10.4 | 0.1 | 0.01 | \$6 | 0.9 | 1 | 1 | 1 |
| 21 | 199 | 52.3 | 33.2 | 14.6 | 0.1 | 0.1 | \$108 | 0.4 | 1 | 1 | 1 |
| 22 | 54 | 48.1 | 42.6 | 9.3 | 0.1 | 0.01 | \$5.3m | 0.2 | 0 | 1 | 1 |
| 23 | 61 | 54.1 | 37.7 | 8.2 | 0.1 | 0.01 | \$5.3m | 0.2 | 0 | 1 | 1 |
| 24 | 54 | 83.3 | 16.7 | 0.0 | 0.1 | 0.01 | \$22 | 0.5 | 1 | 1 | 1 |
| 25 | 20 | 65.0 | 35.0 | 0.0 | 0.1 | 0.01 | \$43 | 0.2 | 0 | 1 | 1 |
| 26 | 70 | 64.3 | 28.6 | 7.1 | 0.1 | 0.01 | \$5.7m | 0.2 | 0 | 1 | 1 |
| 27 | 54 | 61.1 | 31.5 | 7.4 | 0.16 | 0.03 | \$1.7k | 0.9 | 0 | 0 | 1 |
| 28 | 80 | 85.0 | 13.8 | 1.3 | 0.1 | 0.11 | \$4 | 0.2 | 1 | 1 | 1 |
| 29 | 30 | 46.7 | 43.3 | 10.0 | 0.2 | 0.05 | \$12 | 0.7 | 1 | 1 | 1 |
| 30 | 25 | 64.0 | 32.0 | 4.0 | 0.2 | 0.05 | \$14 | 0.5 | 0 | 1 | 1 |
| 31 | 54 | 83.3 | 14.8 | 1.9 | 0.1 | 0.01 | \$22 | 0.5 | 1 | 1 | 1 |
| 32 | 54 | 83.3 | 14.8 | 1.9 | 0.1 | 0.01 | \$22 | 0.5 | 1 | 1 | 1 |
| 33 | 68 | 50.0 | 33.8 | 16.2 | 0.1 | 0.01 | \$7.8m | 0.2 | 0 | 0 | 1 |
| 34 | 79 | 94.9 | 5.1 | 0.0 | 0.1 | 0.01 | \$28 | 0.2 | 0 | 1 | 1 |
| 35 | 20 | 85.0 | 15.0 | 0.0 | 0.1 | 0.01 | \$43 | 0.2 | 1 | 1 | 1 |
| 36 | 54 | 83.3 | 13.0 | 3.7 | 0.1 | 0.01 | \$22 | 0.5 | 1 | 1 | 1 |
| 37 | 99 | 63.6 | 23.2 | 13.1 | 0.16 | 0.03 | \$1.7k | 0.9 | 1 | 0 | 1 |
| 38 | 74 | 91.9 | 6.8 | 1.4 | 0.1 | 0.01 | \$28 | 0.2 | 1 | 1 | 1 |
| 39 | 196 | 52.6 | 27.6 | 19.9 | 0.1 | 0.1 | \$108 | 0.4 | 1 | 1 | 1 |
| 40 | 25 | 92.0 | 8.0 | 0.0 | 0.2 | 0.05 | \$14 | 0.5 | 1 | 1 | 1 |
| 41 | 56 | 46.4 | 32.1 | 21.4 | 0.2 | 0.05 | \$39.8k | 0.5 | 0 | 1 | 1 |

Notes: The rows are ordered by the Conlisk $z$-test statistic indicating fanning-out patterns in the top block (numbers $1-38$ ), no paradox in the middle block (numbers 39-65), and fanning-in patterns in the bottom block (numbers 66-81). Row 1 Sopher and Gigliotti (1993), Treatment 1; Row 2 Kahneman and Tversky (1979); Row 3 Cherry and Shogren (2007), no arbitrage (pre- and post-merged); Row 4 Conlisk (1989), basic version; Row 5 Birnbaum (2007), experiment 1, series A, questions 6-12; Row 6 Carlin (1992), experiment 1; Row 7 Wu (1994), problem C7; Row 8 Carlin (1990), trial \#1; Row 9 Starmer and Sugden (1991); Row 10 Wu (1994), problem C4; Row 11 Huck and Müller (2012), HighHyp; Row 12 Huck and Müller (2012), LowReal; Row 13 Sopher and Gigliotti (1993), Treatment 3; Row 14 Camerer (1989), large gains; Row 15 Cherry and Shogren (2007), pre-cheap talk arbitrage; Row 16 Cherry and Shogren (2007), pre-real arbitrage; Row 17 Carlin (1992), experiment 2, form AP8; Row 18 Huck and Müller (2012), LowHyp; Row 19 Da Silva, Baldo, and Matsushita (2013); Row 20 Fan (2002), CR2; Row 21 Birnbaum (2007), experiment 2, A2, Q6-12; Row 22 Cherry and Shogren (2007), post-real arbitrage; Row 23 Cherry and Shogren (2007), post-cheap talk arbitrage; Row 24 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE2, repetition 4 ; Row 25 Harrison (1994), AP0; Row 26 Huck and Müller (2012), HighHyp lab; Row 27 Groes et al. (1999), hypothetical; Row 28 Agranov and Ortoleva (2017); Row 29 List and Haigh (2005), students; Row 30 Burke et al. (1996), fixed Allais; Row 31 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE2, R1; Row 32 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE2, R3; Row 33 Carlin (1992), experiment 2, form AP9; Row 34 Huck and Müller (2012) LowHyp lab; Row 35 Harrison (1994), AP1; Row 36 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE2, R2; Row 37 Groes et al. (1999), real; Row 38 Huck and Müller (2012), LowReal lab; Row 39 Birnbaum (2007), experiment. 2, condition A3, questions 6-12; Row 40 Burke et al. (1996), salient Allais; Row 41 Chew and Waller (1986), experiment 2.

Table 1—Experimental Data Analyzed in This Paper (continued)

| \# | Obs. | EUTconsistent choices, \% | Fanning-outconsistent choices, \% | Fanning-inconsistent choices, \% | Prob. of highest outcome | Prob. of lowest outcome | Highest outcome in 2010 USD | Middle/ highest outcome | Real (1) or hypothetical (0) incentives | Lottery presentation (1) or not (0) | Students (1) or not (0) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 42 | 197 | 46.7 | 29.4 | 23.9 | 0.1 | 0.1 | \$108 | 0.4 | 1 | 1 | 1 |
| 43 | 76 | 56.6 | 25.0 | 18.4 | 0.3 | 0.2 | \$63 | 0.5 | 1 | 1 | 0 |
| 44 | 54 | 64.8 | 20.4 | 14.8 | 0.1 | 0.1 | \$31 | 0.4 | 1 | 1 | 1 |
| 45 | 142 | 74.6 | 14.1 | 11.3 | 0.1 | 0.01 | \$8.3m | 0.2 | 0 | 0 | 1 |
| 46 | 54 | 59.3 | 22.2 | 18.5 | 0.1 | 0.1 | \$31 | 0.4 | 1 | 1 | 1 |
| 47 | 180 | 76.7 | 12.2 | 11.1 | 0.1 | 0.01 | \$67.9k | 0.2 | 0 | 1 | 0 |
| 48 | 43 | 65.1 | 18.6 | 16.3 | 0.05 | 0.05 | \$147 | 0.4 | 0 | 1 | 1 |
| 49 | 44 | 47.7 | 27.3 | 25.0 | 0.2 | 0.2 | \$38 | 0.3 | 1 | 1 | 1 |
| 50 | 92 | 64.1 | 18.5 | 17.4 | 0.3 | 0.1 | \$56 | 0.3 | 1 | 1 | 1 |
| 51 | 34 | 70.6 | 14.7 | 14.7 | 0.3 | 0.2 | \$63 | 0.5 | 1 | 1 | 0 |
| 52 | 20 | 40.0 | 30.0 | 30.0 | 0.1 | 0.1 | \$18 | 0.5 | 0 | 1 | 1 |
| 53 | 202 | 64.9 | 17.3 | 17.8 | 0.1 | 0.01 | \$6 | 0.9 | 0 | 1 | 1 |
| 54 | 92 | 63.0 | 17.4 | 19.6 | 0.15 | 0.1 | \$56 | 0.3 | 1 | 1 | 1 |
| 55 | 49 | 89.8 | 4.1 | 6.1 | 0.1 | 0.01 | \$44 | 0.2 | 1 | 1 | 1 |
| 56 | 54 | 70.4 | 13.0 | 16.7 | 0.2 | 0.05 | \$12 | 0.7 | 1 | 1 | 0 |
| 57 | 10 | 70.0 | 10.0 | 20.0 | 0.1 | 0.1 | \$18 | 0.5 | 1 | 1 | 1 |
| 58 | 92 | 70.7 | 13.0 | 16.3 | 0.3 | 0.1 | \$37 | 0.3 | 1 | 1 | 1 |
| 59 | 92 | 58.7 | 18.5 | 22.8 | 0.1 | 0.1 | \$56 | 0.3 | 1 | 1 | 1 |
| 60 | 54 | 64.8 | 14.8 | 20.4 | 0.1 | 0.1 | \$28 | 0.4 | 1 | 1 | 1 |
| 61 | 202 | 69.3 | 13.9 | 16.8 | 0.1 | 0.01 | \$6 | 0.2 | 0 | 1 | 1 |
| 62 | 91 | 70.3 | 12.1 | 17.6 | 0.1 | 0.15 | \$56 | 0.3 | 1 | 1 | 1 |
| 63 | 109 | 75.2 | 9.2 | 15.6 | 0.25 | 0.25 | \$11 | 0.4 | 1 | 1 | 0 |
| 64 | 109 | 64.2 | 13.8 | 22.0 | 0.25 | 0.25 | \$3 | 0.4 | 1 | 1 | 0 |
| 65 | 202 | 88.6 | 4.0 | 7.4 | 0.1 | 0.01 | \$6 | 0.2 | 1 | 1 | 1 |
| 66 | 212 | 72.2 | 10.8 | 17.0 | 0.1 | 0.01 | \$8.8m | 0.2 | 0 | 0 | 1 |
| 67 | 45 | 80.0 | 4.4 | 15.6 | 0.2 | 0.2 | \$26 | 0.5 | 1 | 1 | 1 |
| 68 | 54 | 63.0 | 11.1 | 25.9 | 0.1 | 0.1 | \$31 | 0.4 | 1 | 1 | 1 |
| 69 | 100 | 63.0 | 12.0 | 25.0 | 0.25 | 0.25 | \$11 | 0.4 | 1 | 1 | 0 |
| 70 | 56 | 75.0 | 5.4 | 19.6 | 0.05 | 0.05 | \$199 | 0.4 | 0 | 1 | 1 |
| 71 | 118 | 55.9 | 15.3 | 28.8 | 0.25 | 0.25 | \$3 | 0.4 | 1 | 1 | 0 |
| 72 | 92 | 68.5 | 8.7 | 22.8 | 0.1 | 0.1 | \$37 | 0.3 | 1 | 1 | 1 |
| 73 | 92 | 54.3 | 14.1 | 31.5 | 0.15 | 0.1 | \$37 | 0.3 | 1 | 1 | 1 |
| 74 | 96 | 60.4 | 11.5 | 28.1 | 0.25 | 0.25 | \$11 | 0.4 | 1 | 1 | 0 |
| 75 | 92 | 79.3 | 3.3 | 17.4 | 0.1 | 0.15 | \$37 | 0.3 | 1 | 1 | 1 |
| 76 | 124 | 63.7 | 8.9 | 27.4 | 0.1 | 0.1 | \$17 | 0.4 | 1 | 1 | 1 |
| 77 | 70 | 51.4 | 4.3 | 44.3 | 0.25 | 0.25 | \$34 | 0.4 | 1 | 1 | 1 |
| 78 | 156 | 52.6 | 6.4 | 41.0 | 0.2 | 0.25 | \$29 | 0.3 | 1 | 1 | 1 |
| 79 | 155 | 55.5 | 5.2 | 39.4 | 0.2 | 0.25 | \$35 | 0.3 | 1 | 1 | 1 |
| 80 | 156 | 50.6 | 5.8 | 43.6 | 0.2 | 0.2 | \$29 | 0.3 | 1 | 1 | 1 |
| 81 | 155 | 40.6 | 3.2 | 56.2 | 0.2 | 0.25 | \$23 | 0.4 | 1 | 1 | 1 |

Notes: The rows are ordered by the Conlisk $z$-test statistic indicating fanning-out patterns in the top block (numbers 1-38), no paradox in the middle block (numbers 39-65), and fanning-in patterns in the bottom block (numbers 66-81). Row 42 Birnbaum (2007), experiment 2, condition A3, questions 6-12; Row 43 Bateman and Munro (2005), T1 \& T8; Row 44 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE3, R2; Row 45 Carlin (1990), trial \#2; Row 46 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE3, R4; Row 47 Finkelshtain and Feinerman (1997); Row 48 Harless and Camerer (1994), extra to Chew and Waller (1986), experiment 1, c 1a; Row 49 Butler and Loomes (2011), A $\$ 60$ group; Row 50 Loomes and Sugden (1998), group 1, Q36 \& Q40; Row 51 Bateman and Munro (2005), W3 \& W7; Row 52 Camerer (1989), small gains, hypothetical; Row 53 Fan (2002), HR2; Row 54 Loomes and Sugden (1998), group 1, Q20 \& Q24; Row 55 Conlisk (1989), pilot; Row 56 List and Haigh (2005), traders; Row 57 Camerer (1989), small gains, real; Row 58 Loomes and Sugden (1998), group 2, Q36 \& Q40; Row 59 Loomes and Sugden (1998), group 1, Q12 \& Q16; Row 60 Birnbaum, Schmidt, and Schneider (2017), experiment 1, CCE3, R1; Row 61 Fan (2002), HR1; Row 62 Loomes and Sugden (1998), group 1, Q5 \& Q8; Row 63 Humphrey and Verschoor (2004), Sironko; Row 64 Humphrey and Verschoor (2004), Vepur; Row 65 Fan (2002), CR1; Row 66 Conlisk (1989), three-step version; Row 67 Butler and Loomes (2011), A\$40 group; Row 68 Birnbaum, Schmidt, and Schneider(2017), experiment 1, CCE3, R3; Row 69 Humphrey and Verschoor (2004b), Ethiopia; Row 70 Chew and Waller (1986), experiment 1; Row 71 Humphrey and Verschoor (2004b), Guddimalakapura; Row 72 Loomes and Sugden (1998), group 2, Q12 \& Q16; Row 73 Loomes and Sugden (1998), group 2, Q20 \& Q24; Row 74 Humphrey and Verschoor (2004), Bufumbo; Row 75 Loomes and Sugden (1998), group 2, Q5 \& Q8; Row 76 Starmer (1992); Row 77 Blavatskyy (2013); Row 78 Baillon et al. (2016), CC2, stage 1; Row 79 Baillon et al. (2016), CC3, stage 1; Row 80 Baillon et al. (2016), CC1, stage 1; Row 81 Baillon et al. (2016), CC4, stage 1.

Allais question. Column "Highest outcome in 2010 USD" reports the highest payoff $P$ standardized to 2010 US dollars (USD). To compare payoffs across different currencies and different years, we first apply the purchasing power parity conversion factor ${ }^{4}$ to all payoffs in foreign currencies to convert them to comparable USD payoffs and then use the US CPI index (with 2010 as a base year) to express the outcomes in 2010 USD. The purchasing power parity conversion factor and the US CPI index were sourced from the World Bank Database. Column "Middle/highest outcome" shows the ratio $O$ of the middle outcome to the highest outcome.

Column "Real (1) or hypothetical (0) incentives" is a dummy variable $I$ that equals 1 if incentives, i.e., monetary outcomes in the experiment, were real and 0 if they were hypothetical. Column "Lottery presentation (1) or not (0)" is a dummy variable $L$ that equals 1 if choice options were presented as lotteries (not in a compound or frequency format). Column "Students (1) or not (0)" is a dummy variable $S$ that equals 1 if subjects were students.

The choice counts for Kahneman and Tversky (1979) are reconstructed from the number of participants and the frequencies of their choices reported in the paper. The reconstruction leads to the number of BC choices being -3 , which may be due to rounding or reporting error. We set it to zero. Even if we exclude Kahneman and Tversky (1979) data from the analysis, the estimation results do not change substantially. We consider only stage 1 experiments in Baillon et al. (2016) to avoid any confounding with learning effects.

Figure 2 shows the fractions of the observed outcomes of choice patterns pooled across all the experiments in the dataset conditional on whether incentives are real or hypothetical. Some regularity in the data is apparent from a visual inspection of Figure 2 and/or Table 1. For example, the outcomes consistent with EUT (no paradox, labeled EUT in Figure 2) are prevalent across all the experiments, with choices not involving the riskless outcome being the clear modal choice for both hypothetical and real outcomes. (The risky choice is slightly less prevalent in the experiments with real incentives.) Moreover, fanning-out choice patterns clearly outnumber fanning-in choice patterns, by a factor of about three under hypothetical incentives. This pattern is reversed under real incentives, where fanning-in choice patterns outnumber modestly fanning-out choice patterns. Also of note, fanning-out choice patterns under hypothetical incentives are about twice as frequent as those under real incentives, as also suggested by a high (low) occurrence of a value of null (1) in column "Real (1) or hypothetical (0) incentives" at the top (bottom) part of Table 1.

Another apparent regularity is that studies reporting a classic AP (fanning-out choice pattern outnumbering fanning-in) typically use pairs of Allais questions with very uneven divisions of the probability mass, as manifested by the fact that probability $P H$ is often ten times larger than probability $P L$ at the top part of Table 1. On the other hand, studies reporting a reversed AP (fanning-in choice patterns outnumbering fanning-out) typically design pairs of Allais questions with an even division
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Figure 2. Observed Outcomes
Note: The fractions of the corresponding outcomes pooled across all data and reported separately for the experiments with real ( 4,835 observations) and hypothetical incentives ( 4,112 observations).
of the probability mass, as manifested by the fact that probability $P H$ is often equal to probability PL at the bottom part of Table 1.

## B. Regression Analysis

We use the reduced form regression to describe statistical relationships between the outcomes of the experiments and the experimental design and implementation choices identified as relevant determinants of outcomes. Data from all considered experiments are combined in one dataset. Our unit of observation is an individual participant. We reconstruct individual choices from the frequencies of choice patterns reported in the 81 experiments in our dataset. The regressors stay the same for all participants in the same experimental treatment. The weight of each experiment in the combined dataset is given by the number of individual participants in each experiment.

All experiments result in four revealed choice patterns from the two questions: two choice patterns consistent with EUT-AC (subjects choose A over B and C over D ) and BD (subjects choose B over A and D over C )-fanning-out choice pattern AD (subjects choose A over B and D over C ), and fanning-in choice pattern BC (subjects choose B over A and C over D). Hence, the multinomial logistic specification is a sensible model to use in this setting; see also Huck and Müller (2012). Logistic regression specifies that the natural log of the
probability ratios has a linear structure. In particular, we consider the following model:

$$
\begin{aligned}
\ln \left(\frac{\operatorname{Pr}_{i}}{\operatorname{Pr}_{\mathrm{AC}}}\right)= & \beta_{i 0}+\beta_{i 1} \ln P \times I+\beta_{i 2} \ln P \times(1-I)+\beta_{i 3} I+\beta_{i 4} L+\beta_{i 5} S \\
& +\beta_{i 6} O+\beta_{i 7} P H / P L
\end{aligned}
$$

where $\operatorname{Pr}_{i}$ is the probability to observe a specific choice pattern, $i=\{\mathrm{BD}, \mathrm{BC}, \mathrm{AD}\}$, and AC is set as the baseline outcome. ${ }^{5}$

The highest payoffs $P$ are natural logged to reconcile a wide range of $P$ values starting from US\$(2010)3-US\$(2010)8.8 million and reflect saturation. There is a strong negative correlation between $\ln P$ and the real incentives dummy variable, $I$, as studies with high payoffs typically use no real monetary incentives. We use the interaction terms $\ln P \times I$ and $\ln P \times(1-I)$ to allow for different slopes for $\ln P$ for the cases of real and hypothetical payoffs, respectively.

## C. Results

Table 2 presents the results of the four-outcome logistic regression. The relationship between the coefficient estimates and the probabilities of the revealed choice patterns is nonlinear. To simplify the interpretation of the results, we report the average marginal effects, which are observation-specific marginal effects averaged over all observations. ${ }^{6}$ Note that average marginal effects for each explanatory variable sum up to zero over all possible choice patterns.

We report regular standard errors as well as cluster-robust standard errors. The cluster-robust method allows for correlated residuals within clusters but not across clusters. Correlations may be induced by some unobserved conditions specific to a cluster. We cluster at the level of the research team (proxied by published articles) and hence have 29 clusters.

Two explanatory variables affect mostly risk preferences: dummy variables for incentives (not in interaction with the size of payoffs) and students. In particular, having real incentives increases the probability of risk-averse EUT-consistent choices by 0.128 , and having student subjects reduces this probability by 0.054 , yet

[^4]Table 2—Average Marginal Effects Computed from the Logit Model

| Explanatory variables | $\begin{gathered} \ln P \times I \\ \left(\begin{array}{l} \text { (ln payoffs, } \\ \text { real) } \end{array}\right. \end{gathered}$ | $\ln P \times(1-I)$ <br> (ln payoffs, hypothet.) | $\begin{gathered} I \\ (=1, \text { real } \\ \text { incentives }) \end{gathered}$ | (=1, lottery) | $S$ $(=1$, student $)$ | $O$ $(=\mathrm{mid} / \mathrm{high})$ | PH/PL <br> (slope in the prob. triangle) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Pr}(\mathrm{AC}$, EUT safe $)$ | 0.013 | 0.015 | 0.128 | -0.008 | -0.054 | 0.336 | -0.005 |
| Stand. errors | -0.005 | -0.002 | -0.025 | -0.017 | -0.011 | -0.024 | -0.001 |
| Cl. stand. errors | -0.027 | -0.004 | -0.115 | -0.056 | -0.061 | -0.13 | -0.005 |
| $\operatorname{Pr}(\mathrm{BD}$, EUT risky) | -0.056 | -0.032 | -0.025 | -0.121 | 0.039 | -0.588 | 0.015 |
| Stand. errors | -0.007 | -0.001 | -0.03 | -0.021 | -0.013 | -0.028 | -0.001 |
| Cl. stand. errors | -0.039 | -0.005 | -0.163 | -0.089 | -0.063 | -0.165 | -0.006 |
| $\operatorname{Pr}(\mathrm{AD}$, fan out) | 0.047 | 0.019 | -0.105 | 0.155 | 0.005 | 0.207 | 0.001 |
| Stand. errors | -0.006 | -0.001 | -0.028 | -0.017 | -0.011 | -0.026 | -0.001 |
| Cl . stand. errors | -0.017 | -0.004 | -0.065 | -0.055 | -0.027 | -0.064 | -0.003 |
| $\operatorname{Pr}(\mathrm{BC}$, fan in) | -0.004 | -0.002 | 0.002 | -0.026 | 0.011 | 0.045 | -0.011 |
| Stand. errors | -0.004 | -0.001 | -0.021 | -0.017 | -0.01 | -0.022 | -0.001 |
| Cl. stand. errors | -0.011 | -0.005 | -0.06 | -0.037 | -0.03 | -0.077 | -0.005 |

Notes: We report regular standard errors (in parentheses) and the cluster-robust standard errors (clustered at the article level). Coefficients significant at the 0.05 level for both the regular and cluster-robust methods are highlighted with bold black font. Coefficients significant at the 0.05 level for the regular but not the cluster-robust method are highlighted with bold red font.
both are not significant when using cluster-robust standard errors. At the same time, having student subjects is not significant (statistically and economically) for the probabilities of the fanning-out and fanning-in choice patterns.

The variables that increase the probability of the fanning-out choice pattern the most are having hypothetical incentives $I=0$; higher payoffs $P$, especially when they are real; presentation of choice options as lotteries $L$ (not in a frequency or compound lottery form); and the higher ratio of middle to highest payoff $O$. Having hypothetical incentives increases, on average, the probability of the fanning-out pattern by 0.105 . Real payoffs contribute to an average 0.047 increase in the probability of the occurrence of the fanning-out pattern per 1 percent increase in $P$. Hypothetical payoffs have a similar but somewhat smaller effect (0.019). When choice options are presented as lotteries, we are much more likely to observe the fanning-out pattern; i.e., the increase in the corresponding probability is 0.155 . The closer the ratio of middle to highest payoff $O$ is to 1 , the higher the probability of selecting the sure-choice option A in the first question. This leads to the higher probability of the EUT-consistent safer AC pattern (average increase in the probability is 0.0336 per 0.1 increase in the ratio) and the higher probability of the fanning-out pattern (average increase in the probability is 0.0207 per 0.1 increase in the ratio).

The variables that have a statistically significant effect on the probability of fanning-in choice pattern are the ratio of middle to highest payoff $O$ and the slope of lines AB and CD in the probability triangle $P H / P L$. The division of the probability mass captured by the $P H / P L$ is an important predictor for the fanning-in pattern. One unit increase in $P H / P L$ leads to an average 0.011 decrease in the probability of the fanning-in pattern. Even though this effect might appear small, note that the ratio $P H / P L$ can be as high as 33 in Kahneman and Tversky (1979).

To summarize, we find the probability of observing the classic AP-that is, the fanning-out pattern-can be significantly increased by having hypothetical
incentives, increasing payoffs, presenting the questions in the lottery format, and setting the mid payoff closer to the highest payoff. At the same time, the probability mass distribution is the significant predictor for the reversed AP-that is, decreases in $P H / P L$ lead to increases in the fanning-in pattern.

## D. Discussion

Our results demonstrate that the AP is by no means a robust behavioral regularity. The instances of the AP are affected by specific experimenters' choices for the size of payoffs, incentives, lottery presentation, and design. Our result is in the spirit of Gigerenzer's (1991) deconstruction of well-known alleged cognitive biases. For example, our results indicate that people are more likely to violate EUT (in particular, in the direction consistent with the fanning out of indifference curves) when outcomes in the Allais questions are large and hypothetical. Indeed, Camerer (1989) finds that subjects tend to reveal fanning-out choice patterns when outcomes are large gains but finds no systematic violations of EUT when outcomes are small gains. If high payoffs increase the likelihood of observing fanning out, then-in those rare real-world situations where decision-makers have to decide over large stakes-they are more likely to exhibit the AP.

As another example, our results indicate that people are more likely to violate EUT (in particular, in the direction consistent with the fanning out of indifference curves) when probability distributions are presented as simple lotteries rather than compound lotteries or in a frequency format. Indeed, Conlisk (1989) finds that subjects tend to reveal fanning-out choice patterns when probability distributions are presented as simple lotteries but finds that violations of EUT are more systematic in the direction of fanning-in choice patterns when probability distributions are presented as compound lotteries. In light of our results, the claim that the AP is a robust behavioral phenomenon is incorrect: we identify the experimental conditions that affect the likelihood of observing the AP (or the reverse thereof).

It is important to get these empirical facts straight because empirical evidence ultimately affects the development of economic theory. Decision theories are not descriptively accurate if they are built on the assumption that decision-makers are prone to the kind of EUT violations captured by the AP independent of payoff size, incentives, lottery presentation, and design. A misleading perception of the AP as a robust behavioral regularity supports the existence of such theories and hinders the development of new decision theories that are more descriptively accurate. Thus, it is important to get experimental evidence straight to prompt the development of relevant theories.

## IV. Conclusion

Allais (1953) proposed a textbook example of a possible violation of EUT. Yet, as a test of the descriptive validity of EUT, the original Allais (1953) example is of limited value. The example involves very large outcomes that are typically not implementable in laboratory experiments with real incentives. Moreover, differences in probability values in the Allais (1953) example are relatively small. It is
challenging to find a reasonable scenario where people are faced with decisions resembling the original Allais (1953) example. In other words, the environment of the Allais (1953) example is unfamiliar to most experimental subjects. Allais (1953, 526) designed his example to maximize the advantage (or disadvantage) of extreme complementarity between lottery outcomes in the choice between a sure payoff and a risky lottery when outcomes are very large. ${ }^{7}$ In a certain sense, this example is a stress test of EUT: if the theory were to hold in such an extreme example, one could reasonably expect it to hold in less extreme situations. Arguably, a more practical test of the descriptive validity of EUT would avoid astronomically large outcomes and tiny probability differences. Indeed, the experimental evidence suggests that the independence axiom of the EUT is less frequently violated in the interior of the probability triangle (cf. Camerer 1995).

A perception frequently found in the literature, which motivated the development of numerous generalized non-EUTs, is that the AP is a robust empirical finding. Above, we have brought this perception to the data in a meta-analysis. Specifically, we have demonstrated how specific choices of design and implementation characteristics and parameters affect the likelihood of observing the AP (or the reverse thereof). The AP is likely to be observed in experiments with high hypothetical payoffs, the medium outcome being close to the highest outcome (which makes a harder choice) and when lotteries are presented as a probability distribution (not in a compound form). The AP is likely to be reversed in experiments when the probability mass is equally split between the lowest and highest outcomes in risky lotteries (which makes an easier choice).

Our findings confirm that the way one designs and conducts an experiment may have a substantial effect on the outcomes. This is by no means a novel insight, but it had not yet been demonstrated for the AP in a comprehensive, systematic, and tractable way.

## Appendix

Average Marginal Effects.-Marginal effect of continuous explanatory variable $x$ on probability $\operatorname{Pr}\left(Y_{i}=k\right)$ that individual $i$ chooses outcome $k$ is $d P\left(Y_{i}=k\right) / d x$ $=\hat{\operatorname{Pr}}\left(Y_{i}=k\right)\left(\beta_{k}-\sum_{j=1}^{K} \hat{\operatorname{Pr}}\left(Y_{i}=j\right) \beta_{j}\right)$, where $\hat{\operatorname{Pr}}\left(Y_{i}\right)$ are the predicted probabilities of corresponding outcomes and $\beta \mathrm{s}$ are the coefficient estimates on explanatory variable $x$ from the corresponding logit (relative to the baseline outcome). Note that the computed marginal effect is individual specific. To compute the overall marginal effect, we average all individual marginal effects. For a discrete explanatory variable, the marginal effect is computed by calculating the average predicted probabilities for each value of the discrete variable and then taking differences. Estimation and transformations to the average marginal effects were performed in Stata 16.

[^5]Table A1—Logit Average Marginal Effects and Linear Probability Model


Table A1—Logit Average Marginal Effects and Linear Probability Model (continued)

| Explanatory variables | $\ln P \times I$ | $\ln P \times(1-I)$ | I | $L$ | $S$ | $o$ | PH/PL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prob. of choice | (ln payoffs, real) | (ln payoffs, hypothet.) | $\begin{gathered} (=1, \text { real } \\ \text { incentives }) \end{gathered}$ | ( $=1$, lottery) | ( $=1$, student) | (=mid/high) | (slope in the prob. triangle) |
| Logit four-outcome spec: EUT safe AC, EUT risky BD, fan-out AD and fan-in BC; pseudo $R^{2}=0.065$ |  |  |  |  |  |  |  |
| $\operatorname{Pr}(\mathrm{AC}$, EUT safe) | 0.013 | 0.015 | 0.128 | -0.008 | -0.054 | 0.336 | -0.005 |
| SE | (0.005) | (0.002) | (0.025) | (0.017) | (0.011) | (0.024) | (0.001) |
| $p$-values | 0.007 | 0 | 0 | 0.617 | 0 | 0 | 0 |
| Cl. SE | (0.027) | (0.004) | (0.115) | (0.056) | (0.061) | (0.130) | (0.005) |
| Cl. $p$-value | 0.636 |  | 0.264 | 0.882 | 0.374 | 0.01 | 0.31 |
| $\operatorname{Pr}(\mathrm{BD}$, EUT risky $)$ | -0.056 | -0.032 | -0.025 | -0.121 | 0.039 | -0.588 | 0.015 |
| SE | (0.007) | (0.001) | (0.030) | (0.021) | (0.013) | (0.028) | (0.001) |
| $p$-values | 0 | 0 | 0.388 | 0 | 0.003 | 0 | 0 |
| Cl. SE | (0.039) | (0.005) | (0.163) | (0.089) | (0.063) | (0.165) | $(0.006)$ |
| Cl. $p$-values | 0.153 | 0 | 0.876 | 0.175 | 0.542 | 0 | 0.021 |
| $\operatorname{Pr}(\mathrm{AD}$, fan out) | 0.047 | 0.019 | -0.105 | 0.155 | 0.005 | 0.207 | 0.001 |
| SE | (0.006) | (0.001) | (0.028) | (0.017) | (0.011) | (0.026) | (0.001) |
| $p$-values | 0 | 0 | 0 | 0 | 0.68 | 0 | 0.31 |
| Cl. SE | (0.017) | (0.004) | (0.065) | (0.055) | (0.027) | (0.064) | (0.003) |
| Cl. $p$-values | 0.005 | 0 | 0.105 | 0.004 | 0.864 | 0.001 | 0.762 |
| $\operatorname{Pr}(\mathrm{BC}$, fan in) | -0.004 | -0.002 | 0.002 | -0.026 | 0.011 | 0.045 | -0.011 |
| SE | (0.004) | (0.001) | (0.021) | (0.017) | (0.010) | (0.022) | (0.001) |
| $p$-values | 0.35 | 0.09 | 0.917 | 0.115 | 0.258 | 0.037 | 0 |
| Cl. SE | (0.011) | (0.005) | (0.060) | (0.037) | (0.030) | (0.077) | (0.005) |
| Cl. $p$-values | 0.694 | 0.66 | 0.971 | 0.476 | 0.713 | 0.557 | 0.018 |

Notes: Coefficients significant at the 0.05 level for both the regular and cluster-robust methods are highlighted with bold black font. Coefficients significant at the 0.05 level for the regular but not the cluster-robust method are highlighted with bold red font.

Models.-In addition to the four-outcome logit presented and discussed in the main text, we also considered several alternative model specifications (as suggested by the referees) such as binary logit EUT-consistent versus non-EUT-consistent outcomes, linear probability model with the same two outcomes, binary logit EUT-consistent versus fanning-out (dropping fanning-in) outcomes, three-outcome logit EUT consistent versus fanning out versus fanning in, and ordered three-outcome logit with the following order: fanning in, EUT consistent, and fanning out. The ordered logit model assumes that outcomes can be ordered in a specific way and that the coefficients of the linear relationships for all the logs of "higher outcome" to "lower outcome" ratios are the same.

Discussion.-Four-outcome specification has one of the largest pseudo $R^{2}$ values; the average marginal effects of the combined outcomes generally agree with the marginal effects of the binary and three-outcome logit models. The average marginal effects of the binary EUT/non-EUT logit model are nearly the same as the coefficient estimates of the analogous linear probability model. The average marginal effects of the binary logit model of EUT against the fanning-out pattern (excluding the fanning-in pattern) are nearly the same as those of the fanning-in pattern in the three-outcome logit model. The pseudo $R^{2}$ and the marginal effects of the ordered three-outcome logit model suggest that this specification is not a good choice. Likely, the assumptions behind the ordered logit model do not hold in this case.

For completeness in Table A2, we present the logit regression coefficients for log odds ratios.

Table A2-Logit Regression Coefficients for log Odds Ratios

| Explanatory variables Odds ratios | $\ln P \times I$ <br> (ln payoffs, real) | $\ln P \times(1-I)$ (ln payoffs, hypothet.) | I ( $=1$, real incentives) | $L$ $(=1, \text { lottery })$ | $S$ $(=1$, student $)$ | $O$ $(=\mathrm{mid} / \mathrm{high})$ | $P H / P L$ <br> (slope in the prob. triangle) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Logit two-outcome spec: EUT versus non-EUT ( baseline EUT) |  |  |  |  |  |  |  |
| Non-EUT/EUT | 0.155 | 0.100 | -0.070 | 0.819 | 0.106 | 1.369 | -0.034 |
| SE | (0.029) | (0.007) | (0.129) | (0.093) | (0.058) | (0.130) | (0.005) |
| $p$-values | 0 | 0 | 0.591 | 0 | 0.067 | 0 | 0 |
| CI. SE | (0.083) | (0.013) | (0.367) | (0.205) | (0.148) | (0.278) | (0.009) |
| Cl. p-values | 0.061 | 0 | 0.85 | 0 | 0.474 | 0 | 0 |
| Logit two-outcome spec: EUT versus fan-out AD excluding BC fan-in outcome (baseline EUT) |  |  |  |  |  |  |  |
| Fan-out AD/EUT | 0.265 | 0.131 | -0.398 | 1.038 | 0.044 | 1.465 | -0.009 |
| SE | (0.037) | (0.008) | (0.166) | (0.109) | (0.071) | (0.160) | (0.005) |
| $p$-values | 0 | 0 | 0.016 | 0 | 0.537 | 0 | 0.096 |
| CI. SE | (0.101) | (0.013) | (0.330) | (0.318) | (0.163) | (0.278) | (0.011) |
| Cl. p-values | 0.008 | 0 | 0.228 | 0.001 | 0.787 | 0 | 0.409 |
| Logit three-outcome spec: EUT versus fan-out AD and fan-in BC (baseline EUT) |  |  |  |  |  |  |  |
| fan-out AD/EUT | 0.269 | 0.133 | -0.413 | 1.056 | 0.076 | 1.489 | -0.012 |
| SE | (0.037) | (0.008) | (0.168) | (0.109) | (0.071) | (0.163) | (0.005) |
| $p$-values | 0 | 0 | 0.014 | 0 | 0.282 | 0 | 0.022 |
| Cl. SE | (0.103) | (0.014) | (0.345) | (0.315) | (0.155) | (0.296) | (0.012) |
| Cl. $p$-values | 0.009 | 0 | 0.231 | 0.001 | 0.622 | 0 | 0.289 |
| Fan-in BC/EUT | 0.017 | 0.030 | 0.089 | 0.136 | 0.125 | 0.796 | -0.096 |
| SE | (0.037) | (0.010) | (0.170) | (0.139) | (0.080) | (0.184) | (0.009) |
| $p$-values | 0.633 | 0.004 | 0.602 | 0.328 | 0.12 | 0 | 0 |
| Cl. SE | (0.076) | (0.041) | (0.517) | (0.313) | (0.232) | (0.608) | (0.039) |
| Cl. p-values | 0.818 | 0.46 | 0.863 | 0.664 | 0.592 | 0.191 | 0.014 |
| Ordered logit in the order: fan-in BC, EUT, fan-out AD |  |  |  |  |  |  |  |
| "Higher"/"Lower" | 0.140 | 0.085 | -0.229 | 0.729 | -0.026 | 0.421 | 0.032 |
| SE | (0.028) | (0.006) | (0.119) | (0.091) | (0.054) | (0.121) | (0.004) |
| $p$-values | 0 | 0 | 0.055 | 0 | 0.633 | 0.001 | 0 |
| CI. SE | (0.073) | (0.020) | (0.326) | (0.316) | (0.166) | (0.372) | (0.017) |
| Cl. p-values | 0.054 | 0 | 0.482 | 0.021 | 0.877 | 0.258 | 0.063 |
| Logit four-outcome spec (baseline EUT, safe AC) |  |  |  |  |  |  |  |
| EUT risky BD/AC | -0.223 | -0.165 | -0.741 | -0.289 | 0.392 | -3.383 | 0.067 |
| SE | (0.038) | (0.011) | (0.180) | (0.124) | (0.077) | (0.179) | (0.006) |
| $p$-values | 0 | 0 | 0 | 0.019 | 0 | 0 | 0 |
| Cl. SE | (0.245) | (0.038) | (1.014) | (0.538) | (0.480) | (1.196) | (0.045) |
| Cl. $p$-values | 0.363 | 0 | 0.465 | 0.591 | 0.414 | 0.005 | 0.134 |
| Fan-out AD/AC | 0.153 | 0.010 | -1.158 | 0.770 | 0.305 | -0.807 | 0.032 |
| SE | (0.043) | (0.012) | (0.213) | (0.134) | (0.087) | (0.204) | (0.007) |
| $p$-values | 0 | 0.394 | 0 | 0 | 0 | 0 | 0 |
| Cl. SE | (0.154) | (0.041) | (0.679) | (0.399) | (0.361) | (0.956) | (0.039) |
| Cl. $p$-values | 0.32 | 0.801 | 0.088 | 0.053 | 0.399 | 0.399 | 0.41 |
| Fan-in BC/AC | -0.106 | -0.096 | -0.634 | -0.164 | 0.358 | -1.501 | -0.046 |
| SE | (0.043) | (0.014) | (0.216) | (0.159) | (0.095) | (0.221) | (0.010) |
| $p$-values | 0.013 | 0 | 0.003 | 0.301 | 0 | 0 | 0 |
| Cl. SE | (0.118) | (0.026) | (0.363) | (0.252) | (0.393) | (0.558) | (0.019) |
| Cl. $p$-values | 0.369 | 0 | 0.081 | 0.514 | 0.362 | 0.007 | 0.015 |

Notes: Coefficients significant at 0.05 level for both the regular and cluster-robust methods are highlighted with bold black font. Coefficients significant at 0.05 level for the regular, but not the cluster-robust method are highlighted with bold red font.
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[^1]:    ${ }^{1}$ Allais (1953) writes that "Il y a lieu de noter que pour [la deuxième question] l'effet de complémentarité correspondant a une chance sur 100 de ne rien gagner est faible" (Allais 1953, 527).

[^2]:    ${ }^{2}$ The authors of two studies—Wu and Gonzalez (1996) and L'Haridon and Placido (2008) —did not respond to our requests for data. Li (2004) responded but could not retrieve the data. We used only those data that allowed us to readily identify variables listed in Table 1. Also note that Humphrey and Verschoor (2004b) use the same data as in Humphrey and Verschoor (2004a) and hence we exclude the latter.
    ${ }^{3}$ If subjects choose at random, we would observe a uniform distribution over the four outcomes: EUT-consistent safe (AC), EUT-consistent risky (BD), fanning out (AD), and fanning in (BC). We did Pearson's chi-squared tests for each experiment in our dataset and find that only 9 studies out of 83 fail to reject the null of uniform distribution. Six out of these 9 studies have 54 or fewer subjects, which is, arguably, a relatively small sample size. The nine studies (and their respective $p$-values) were Birnbaum (2007), experiment 2, condition A3, questions 6-12 (0.15); Bateman and Munro (2005), T1\&T8 (0.45); Birnbaum, Schmidt, and Schneider (2017), exp1, CCE3 R4 (0.46); Butler and Loomes (2011), A\$60 group (0.74); Bateman and Munro (2005), W3 and W7 (0.11); Camerer (1989), small gains, hypothetical (0.49); Camerer (1989), small gains, real (0.57); Loomes and Sugden (1998), group 1, Q12 and Q16 (0.37); and Birnbaum, Schmidt, and Schneider (2017), exp1, CCE3 R3 (0.11).

[^3]:    ${ }^{4}$ Purchasing power parity conversion factor is the number of units of a country's currency required to buy the same amount of goods and services in the domestic market as a US dollar would buy in the United States.

[^4]:    ${ }^{5}$ We also considered several alternative model specifications (as suggested by the referees) such as binary logit EUT-consistent versus non-EUT-consistent outcomes, linear probability model with the same two outcomes, binary logit EUT-consistent versus fanning-out (dropping fanning-in) outcomes, three-outcome logit EUT consistent versus fanning out versus fanning in, and ordered three-outcome logit with the following order: fanning in, EUT consistent, and fanning out. The results for these alternative model specifications as well as additional regression information and diagnostics are reported in Appendix Table A1 (logit average marginal effects and linear probability model) and Appendix Table A2 (logit regression coefficients for log odds ratios). The four-outcome logit specification had one of the highest pseudo $R^{2}$ values, and that is why we report and discuss this specification in the main text.
    ${ }^{6}$ In logit regressions, the coefficients are estimated for the odds ratios. For ease of interpretation, these coefficients are transformed into marginal effects of independent variable on the probability of specific choice for each choice category (see Appendix for the details). The marginal effects can be added to obtain the marginal effects of combined outcomes; e.g., the marginal effect for the EUT-consistent AC and BD is the sum of the marginal effects for the AC and BD outcomes for each explanatory variable. The logit coefficient estimates for the log odds ratios are reported in Table A2 in the Appendix. Also note that the computed marginal effects for the binary logit model nearly coincide with the coefficients of the analogous linear probability model reported in Appendix Table A1.

[^5]:    ${ }^{7}$ Allais (1953,526) considers "des cas extrêmes où l'avantage (ou l'inconvénient) de la complémentarité peut devenir particulièrement marqué. Tel est en particulier le cas des choix entre des gains certains et des gains aléatoires, lorsque les gains ont une grande valeur par rapport à la fortune du joueur."

